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Abstract.   The nonlinear wave-uniform current interaction for a slender floating body is investigated by 
using the commercial CFD (computational fluid dynamics) tool STAR-CCM+ and author-developed 
simplified BEM (boundary element method) based on potential theory and perturbation approach.  The 
STAR-CCM+ solves the fully non-linear Reynold Averaged Navier Stoke’s (RANS) equation for real fluid in 
the finite volume framework. The viscous effect is accounted for by mesh refinement and the 𝑘 − 𝜔 
turbulence closure model. Meanwhile, the fully non-linear body motion and free surface elevation are 
considered by the overset mesh and volume of fluid method, respectively. Two different input waves with 
different order of non-linearity are compared to see their effects on ship’s motion and added resistance. A 
detailed step-by-step simulation setup is explained to ensure the reproducibility of the results. Several 
preliminary simulations such as static tank test, wave calibration, and towing tank case are also conducted for 
quality assurance. The CFD results show good agreements with both the BEM with Uniform Flow 
approximation (UF-BEM) and the experimental data by other researchers when the 𝜆/𝐿 is large. The CFD 
simulation also shows that it can properly capture the second-order force (added resistance) and highly non-
linear motion with breaking waves close to the pitch resonance frequency. However, the CFD simulation 
requires substantially higher computational cost than the UF-BEM. The comparison study shows that the UF-
BEM can produce reasonably good results for practical applications with significantly less computational time 
and human effort. On the other hand, the CFD program can be used for proof computations for special cases. 
 

Keywords:  CFD; BEM; Navier-Stokes equation; fluid-structure interaction; fully non-linear; wave-

current interaction; forward speed; added resistance 

 
 
1. Introduction 

 

Computational Fluid Dynamics (CFD) is well known for its capabilities for solving non-linear 

fluid-structure interactions. Although several alternatives, such as the non-linear boundary element 

method (BEM), are also capable of simulating highly non-linear phenomena (i.e., Celebi et al. 1998, 

Kim and Koo 2019), they still assume non-breaking waves and inviscid fluids. On the contrary, the 

CFD method can solve fully non-linear fluid-structure interactions with viscous effects and breaking 

waves (Jiao and Huang 2020, Bandringa and Helder 2020, Heilskov and Peterson 2016). The viscous 

effects are typically crucial when flow separation occurs, such as the case of oblique current loads 

acting on FPSOs (Arjen et al. 2020). Another example of high viscous effects is the roll damping 
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provided by ship’s bilge keel (Irkal et al. 2016). However, for mild sea conditions with small wave-

heading angle, the force and motion are typically pressure dominated, so the inviscid-fluid 

assumption can still be used in the CFD simulation to save computational time, as was shown by 

(Vigsnes 2018). 

In this study, a free-surface problem is considered where a non-mixing two-phase flow (water 

and air) involving a sharp interface boundary is modeled. In general, there are two different CFD 

frameworks in solving the free-surface problems. The first is the Eulerian framework (e.g., VOF; 

volume of fluid method), and the second is the Lagrangian framework (e.g., SPH; smoothed particle 

hydrodynamics). The Lagrangian approach typically has a straightforward interface definition and 

can deal with a violent free-surface flow with relative ease. However, this method typically requires 

a considerable computing effort since the resolution is generally kept the same throughout the 

domain (no local refinement). Furthermore, the particle position in the Lagrangian method changes 

at each time step (Bakti et al. 2016). 

Many studies showed that correctly modeled Eulerian CFD methods produced reliable results for 

wave’s radiation-diffraction problems. For instance, (Jin et al. 2017) showed a good agreement 

between the CFD and experimental results for head and oblique waves with zero forward speed. The 

CFD also showed reliable results for seakeeping problems for moderate Froude number 0.1<𝐹𝑛 

<0.25 as presented in (Orihara 2011, Islam et al. 2019, Sadat-Hosseini 2013). These studies 

simulated various loading conditions for short and long waves from various directions. More 

complicated loading conditions were investigated in (Jiao & Huang, 2020), where bi-directional seas 

were considered in the seakeeping analysis. In (Wu 2011), a high speed (𝐹𝑛 = 0.7) trimaran vessel 

was simulated. Despite its versatility, the typical RANS CFD methods require many numerical 

tuning parameters and intensive human effort to set them up. Several efforts led by the industry were 

made to standardize the best practice in simulating practical engineering problems by using CFD 

tools (Arjen et al. 2020, Bouscasse et al. 2020). In this study, a detailed step-by-step explanation is 

given on how to properly set up the CFD parameters for the simulations of a floating body with 

forward speed (or in uniform current).    

The wave-body-uniform flow interaction problems can also be resolved through lower-cost 

alternatives, such as the potential theory with BEM. Unlike the typical RANS CFD method, the 

BEM method only requires the equations to be solved at the boundaries, thus significantly reducing 

the computational requirement. When combined with the Neumann-Kelvin (or Uniform Flow) 

approximation (Ogilvie and Tuck 1969, Salvesen et al. 1970, Brard 1972), the UF-BEM was shown 

to be able to provide meaningful first-cut results for slender floating body with relatively low 

forward speed (Beck and Loken 1989, Papanikolaou and Schellin 1992, Guha and Falzarano 2015, 

Guha and Falzarano 2016). In this study, an in-house BEM code with Uniform Flow approximation 

(UF-BEM) is developed and the results are compared against the fully non-linear CFD methods. 

The comparison also indirectly measures the effectiveness of the method in terms of accuracy and 

computational cost. From these measures, we can then suggest the best engineering practice to 

maximize the value of both the BEM-UF and CFD simulation tools. 

 

 

2. Methodology  
 

2.1 Computational fluid dynamics 
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Fig. 1 Variables description in RANS formulation 

 
 
2.1.2 Reynold Averaged Navier-Stokes (RANS) and turbulence closure model 
A commercial CFD software Star-CCM+ is used to model the fully non-linear fluid-structure 

interaction. Star-CCM+ software is capable of solving the RANS problem using the Finite Volume 

Method. In the RANS model, fluctuating field variables, e.g., 𝜙, can be represented as a mean 

value and its perturbation i.e. 

𝜙 = 𝜙 + 𝜙′                                   (1) 

where 𝜙  is the average value of 𝜙  over a particular time or spatial scale, and 𝜙′  is the 

perturbation along  𝜙, as illustrated in Fig. 1. 

Substituting Eq. (1) into the mass, momentum, and energy conservation equations, the governing 

equations for the RANS problem are written as 

∂ρ

∂t
+ ∇ ∙ (ρ𝒗) = 0                              (2) 

 
∂(ρ𝒗)

∂t
+ 𝜵 ∙ (ρ𝒗 ⊗ 𝒗) = −𝜵 ∙ (p𝑰) + 𝜵 ∙ (𝑻 + 𝑻𝑹𝑨𝑵𝑺) + 𝒇𝒃             (3) 

∂(ρE)

∂t
+ 𝜵 ∙ (ρE𝒗) = −𝜵 ∙ (p𝑰)𝒗 − 𝜵 ∙ (𝑻 + 𝑻𝑹𝑨𝑵𝑺)𝒗 + 𝒇𝒃 ∙ 𝒗 + SE         (4) 

where ⊗ is the outer product operator, ρ is the fluid density per unit volume, 𝒗 is the velocity 

vector, p is the pressure, 𝑰 is the identity matrix,  𝒇𝒃 is the resultant body force (such as gravity 

or centrifugal force), SE is the energy source per unit volume, and 𝑻 is the viscous or shear stress 

tensor. By employing the Boussinesq hypothesis where the small scale turbulent stress 𝑻𝑹𝑨𝑵𝑺 is 

assumed to be linearly proportional to the large scale mean stress 𝑻 (i.e., ux
′ uy

′ ~
1

2
(
∂ux

∂y
+

∂uy

∂x
) ), 

the turbulent Reynold stress tensor 𝑻𝑹𝑨𝑵𝑺 formula can be written as 

𝑻𝑹𝑨𝑵𝑺 = ρ𝜈𝑇

[
 
 
 
 
 2 (kTE/𝜈𝑇 +

∂ux

∂x
) (

∂ux

∂y
+

∂uy

∂x
) (

∂ux

∂z
+

∂uz

∂x
)

 2 (kTE/𝜈𝑇 +
∂uy

∂y
) (

∂uy

∂z
+

∂uz

∂y
)

Sym  2 (kTE/𝜈𝑇 +
∂uz

∂z
)]
 
 
 
 
 

           (5) 

where kTE  and 𝜈𝑇  are the turbulent kinetic energy and turbulent eddy viscosity, respectively. 

Different from the fluid’s kinematic viscosity, 𝜈𝑇 is a flow property that highly dependent on the 

flow condition itself. Several different closure models are developed to provide constitutive relations 
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to solve the turbulent eddy viscosity and turbulent kinetic energy. According to recent development 

on the standard CFD practice in the industry (Bouscasse et al. 2020),  𝑘 − 𝜔 is the preferred choice 

of turbulence model when dealing with minimum flow separation and no eddy detachment in marine 

application involving free surface waves. In summary, the 𝑘 − 𝜔 model solves for eddy viscosity 

𝜈𝑇  by solving the transport equations of two turbulence related variables: the turbulent kinetic 

energy 𝑘𝑇𝐸 and the dissipation rate per unit kinetic energy 𝜔𝑇𝐸. The detailed derivation, validation, 

and comparative study of the 𝑘 − 𝜔 model can be found in (Wilcox 1998). 

Close to the wall boundary, the viscous force is at least of the same magnitude as the inertial 

force. This so-called boundary layer is not considered in the potential theory. However, it plays a 

vital role in several fluid-structure interaction problems. In marine applications, the viscous effect 

such as turbulence, skin drag, and vortex shedding provides additional forcing or damping. For 

example, in a ship’s roll resonance motion where wave-making damping is small, the motion is 

largely affected by the viscous damping (Irkal et al. 2016). To properly account for these flow 

separations and viscous shear stress due to the boundary layer effect, high resolution close to the 

non-slip surface is needed. To calculate the boundary layer thickness, non-dimensional distance and 

velocity are introduced as follows (White 2006) 

𝑦+ =
𝑢∗𝑦

𝜈
                                      (6) 

𝑢∗ = √𝜏𝑤/𝜌                                    (7) 

where 𝑢∗ , 𝜏𝑤 , and 𝜈 , are the wall friction velocity, wall shear stress, and the fluid’s viscosity, 

respectively. The symbol 𝑦+ is a non-dimensional distance from the wall that divides the boundary 

layer regions into the viscous (𝑦+ < 5), buffer (5 < 𝑦+ < 30), inertial (30 < 𝑦+ < 200), and outer 

layers (𝑦+ > 200). The shear stress can be calculated by its relation to the skin friction coefficient 

C̅f. The skin friction coefficient C̅f is approximated as follows (Adapco 2020) 

C̅f =
2𝜏𝑤

ρU̅2                                    (8) 

C̅f ≅
0.066

(logR𝑒−2.03)2
                                (9) 

where 𝑅𝑒 is the Reynold number, defined as Re = ρU̅Lx/μ, U̅ is the ambient or averaged fluid’s 

velocity, and Lx the is the arclength of the non-slip wall boundary. 

 

 

 

 

Fig. 2 First cell definition with regard to the computed y value 
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Fig. 3 Grid requirements in VOF method 

 

 

The first cell’s centroid location can then be calculated by substituting Eq. (7) into Eq. (6) and by 

choosing the appropriate value of 𝑦+ that we want to resolve. In marine application without any 

significant flow separation, (Bouscasse 2020) suggested that the first cell height has to sufficiently 

resolve 𝑦+ value of < 10. The first cell height can then be determined to be twice the y value 

computed from Eq. (7) as shown in Fig. 2. 

 

2.1.3 Free surface tracking method 
Free-surface flow is considered as a non-mixing two-phase flow involving a sharp interface 

between a heavy fluid (water) and light fluid (air). In this study, the volume of fluid (VoF) method 

is chosen to track the interface with minimum computation cost. In the VoF method, volume fraction 

∝𝑖= ∀𝑖/∀𝑐𝑒𝑙𝑙 is used to describe the distribution of phases and the location of the interface, with 

∀𝑖 defined as the volume of phase i located inside a cell with a volume of ∀𝑐𝑒𝑙𝑙. The summation of 

the volume fractions of all phases in a cell should be equal to one. In two-phase fluid flow, the 

interface location is located where ∝𝑖= 0.5 for any i. The volume fraction is then applied to the 

governing transport equation Eqs. (2)-(4) as a multiplication factor. A detailed description of the VoF 

method can be found in (Muzaferija and Peric 2017).  

The free surface tracking using the VoF approach requires high mesh resolution in the interface 

region to resolve the interface position and shape, as illustrated in Fig. 3. Considering this, free 

surface mesh refinement is needed to adequately capture the wave’s height (H) and wavelength (λ). 

According to STAR-CCM+ guidelines, the typical value of λ/dx =80-120 and H/dz =15-40 is 

needed in the free surface region. 

 

2.1.4 Boundary and initial condition 
The illustration of the boundary conditions in the present computational domain can be found in 

Fig. 4. The velocity-inlet boundary is used for upstream, top, and side boundaries, where the x-y-z 

velocity components are set to match the theoretical input-wave velocity. A pressure outlet is used 

for the downstream boundary, where the pressure is set to match the theoretical wave’s hydrostatic 

pressure considering fluctuating free surface. This is further explained in the next section. We used 

the symmetry plane boundary condition at the horizontal half-plane to reduce the computational 

domain by half. No-slip wall boundary is used at the bottom boundary and ship’s hull, where the 

boundary layer theory is applied to these boundaries. A special type of boundary called the overset 

mesh boundary is used at a small control volume enclosing the hull and some part of the fluid domain. 

Overset mesh (also called the chimera grid method) discretizes the computational domain into 

several meshes that overlap each other in an arbitrary manner (Adapco 2020). The overset method 

is suitable for problems with large relative motions because it does not need to regenerate the mesh 
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throughout the whole computation domain at every time step. With this method, only local mesh 

cutting and regeneration around the enclosed foreground region is needed (see Figs. 4 and 5 for the 

definition of foreground region). Furthermore, most overlapping meshes are only solved in the 

foreground region, while the same mesh in the background region is excluded in the calculation 

through mesh hole cutting. The hole cutting region and cell type in a typical seakeeping analysis can 

be found in Fig. 5, while detailed information and formulations used in the overset mesh can be 

found in (Hadzic 2005). 

The Airy (1st order) and Stokes (5th order) wave’s free surface position, fluid’s velocity and 

pressure are used as the boundary and initial values throughout the simulation. The wave tank is set 

so that the deepwater condition is satisfied 𝑑/𝜆 > 0.5. The volume fraction of the fluid can be found 

from the sea level position 𝜂 by employing the level set function (Bihs 2016) as follows 

 

  

 

 

Fig. 4 Boundary conditions 

 

 

 

Fig. 5 Overset mesh cell type 
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∝i=∝1 H(η∗) +∝2 (1 − H(η∗))                        (10) 

H(η∗) = {    

0                                                    if η∗ < −ϵ
1

2
[1 +

η∗

ϵ
+

1

π
sin (

πη∗

ϵ
)]        if |η∗| < ϵ

1                                                    if  η∗ > ϵ

     (11) 

Where η∗ = (η − z) and 𝜖 = 1.6dz.  

 
2.1.5 Wave forcing zone 
The theoretical wave values are forced at the boundaries mentioned above. Because of this, the 

wave’s reflection and flow discontinuity might occur, especially at the pressure outlet and velocity 

inlet. This phenomenon can be avoided by introducing the wave forcing zone. The wave forcing 

zone enforced the momentum equation (velocity values) over a bounded region of the computational 

domain to follow the predefined theoretical values by using the Euler overlay method (Kim et al. 

2012). In the Euler overlay method, the following additional forcing term is added to the momentum 

conservation equation 

qϕ = −γwzρ(ϕ − ϕ∗)                           (12) 

where  qϕ, γwz, ϕ, and ϕ∗ is the momentum forcing term, forcing coefficient, current solution of 

the transport equation, and predefined theoretical value which the solution is forced towards. The 

forcing coefficient 𝛾𝑤𝑧 is chosen to be monotonically increasing from the edge of the wave forcing 

zone to its maximum value at the boundary. In STAR-CCM+, the cosine function is used as the 

forcing coefficient as follow 

γwz = −γ0 cos2 (
πx

2Lwz
)                          (13) 

where γ0 and Lwz are the wave forcing coefficient and wave zone distance from the boundary, 

respectively. Depending on the length of the wave zone and the flow characteristics, γ0 is typically 

chosen to be a large value (γ0 > 10). We found that when the wave zone distance is set to be Lwz <
2𝜆, the waves with smaller wavelength require higher γ0 compared to that of a longer wavelength. 

In this study, Lwz  is chosen to be 𝜆 < Lwz < 2𝜆  at the downstream boundary and  0.5𝜆 <
Lwz < 𝜆 at the upstream and side boundaries. Forcing coefficient of 50 < γ0 < 150 is used in this 

study. 

 

2.1.5 Fluid-body Interaction 
The Dynamic Fluid Body Interaction (DFBI) models solve for the rigid-body motion of an object 

exposed to surface forces (e.g., shear and pressure from fluid) as well as body forces (e.g., gravity). 

DFBI calculates the resultant forces and moments acting on the selected wall boundaries and then 

updates the body's new position at each inner iteration step until convergence is reached. The 

equations of translational and rotational motions are given by 

m
∂𝒗

𝜕𝑡
= 𝐅                               (14) 

𝑰
∂𝝎

𝜕𝑡
+ 𝝎 × 𝑰𝝎 = 𝑴                           (15) 

 

where m is the body mass, 𝑰 is the mass moment of inertia tensor, and 𝝎 is the rotation vector. 
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The external force vector 𝑭 and moment vector 𝑀 are calculated by integrating the stresses over 

the body’s surface. Combined with the overset mesh, the DFBI solver provides a robust tool to solve 

the fully non-linear fluid-body interaction.  

For steady flow analysis, such as towing tank simulation, the motion solver can be frozen for 

several time steps until the predetermined convergence criteria are met. After that, the body is moved 

to a new position, and the same step is repeated until the change of the body’s position is negligible. 

This quasi-static approach can significantly reduce the computational cost in the steady flow analysis 

and was used in our uniform-flow-only simulation. 

 
2.1.6 Time stepping, computational domain, and meshing 
A second-order implicit unsteady scheme is recommended for free surface flow with a sharp 

interface (Vigsnes 2018). The stability Courant–Friedrichs–Lewy (CFL) stability requirement of the 

second-order scheme is higher than that of the first-order scheme. However, it can properly 

propagate the free surface with minimum numerical dissipation. The following time-stepping criteria 

are used to reduce the computational cost while maintaining numerical stability: 

 

1. Stopping the inner iteration within one time step and go to the next time step when one of the 

following conditions are met: 

 Volume fraction residual < 0.001 

 Momentum residual < 0.001 

 Continuity residual < 0.1 

 15 iteration is reached 

 

2. Setting reference / initial time step value to be the minimum value of the following criteria: 

 ∆t = T/(4.8Nx): To properly capture the wave’s behavior at each period. Where T is the 

wave’s period, and Nx is the number of cells per wavelength 

  ∆𝑡 = 0.5∆𝑥𝑚𝑖𝑛 max(Cg, [U + |𝒗|]) : from CFL requirement to restrict the flow so that it 

only propagates half the smallest cell size (∆𝑥𝑚𝑖𝑛). Where Cg is the wave’s group velocity, 

U is the uniform flow speed, and |𝒗| is the magnitude of the wave’s particle velocity. 

 

3. The built-in automatic adaptive time step is set to keep the maximum instantaneous CFL number 

< 0.54. Also, the minimum allowable time step is set to be 10-3 of the reference time step from 

point number 2. 

 
The computational domain needs to be large enough to incorporate the wave forcing region 

without significantly changing the free surface profile close to the body. Furthermore, it needs to be 

large enough so that the body's local flow field perturbation does not reach the boundaries to avoid 

reflection. The water depth also needs to be deep enough (𝑑 > 0.5𝜆) so that deep water assumption 

can be maintained. However, the computational domain needs to be kept as small as possible to 

reduce the computational cost. Considering all of the above, the computational domain size is kept 

at a particular ship and wavelength ratio, as illustrated in Fig. 6. 
To properly capture the free surface and non-linear body motion, mesh refinements are applied 

to certain vital regions, as shown in Fig. 7. In summary, the objectives of the mesh refinement regions 

are as follows: 
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Fig. 6 Computational domain 

 

 

 
 

 

Fig. 7 Mesh refinement regions 

 

 

 Free surface refinement (blue line): To adequately capture the incoming, diffracted, and 

radiated wave’s interface. Since the body is streamlined in the head-sea condition, the 

refinements are only done in x and z directions (see VoF subsection for details) 

 Wake refinement (yellow line): To adequately capture the steady ship waves (Kelvin wave). 

Since the waves are radiated outward from the body within 200 angle, the refinements are 

done in x and y direction, while the z refinement follows the free surface refinement 

 Near overset boundary refinement (red line): To provide sufficient interpolation cells for the 

overset mesh and to resolve local perturbation such as the bow and stern waves and wave run-

up close to the body (see overset and VoF subsection for details) 
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2.2 Frequency domain BEM with UF approximation 
 
Potential theory for inviscid, incompressible, irrotational flow is used to solve the wave-uniform 

flow interaction problem with minimum computational cost. In the potential theory, Laplace 

equation is used as the governing equation. In the steady Kelvin ship wave problem, Brard (1972) 

considers a linearized free surface condition where the steady perturbation can be considered small. 

Therefore its multiplication can be neglected by considering small uniform flow or slender body 

(∂/∂x ≪∂/∂y or ∂/∂z). Using the same assumptions, Salvesen et al. (1970) then proposed a wave-

uniform flow interaction solution where the multiplication between the steady perturbation and the 

unsteady potential can be neglected (e.g., in the body boundary condition). By considering the 

linearized boundary value problem, the complexity of the problem is significantly reduced. This so-

called Neumann-Kelvin problem is referred to as the uniform flow (UF) approximation in this study 

due to the lack of steady perturbation in the final formulation. Two of the most significant 

consequences of the UF approximation in the linear problems can be found in the free surface (Eq. 

(16)) and body (Eq. (17)) boundary conditions.  

[g
𝜕

𝜕𝑧
+ (

𝜕

𝜕t
− U

𝜕

𝜕𝑥
)
2

]ϕ𝑤
 = 0           on     free surface (𝑧 = 0)         (16) 

ϕ𝑟k
 = {

ϕ𝑟k
0                       𝑓𝑜𝑟  𝑘 < 5

ϕ𝑟k
0 + Uϕ𝑟k

0      𝑓𝑜𝑟  𝑘 = 5

ϕ𝑟k
0 − Uϕ𝑟k

0      𝑓𝑜𝑟  𝑘 = 6

          on      body surface        (17) 

where ϕ𝑤
  is the total wave potential consisting of the radiation potential ϕR = ∑ ηkϕrk

6
k=1  and 

the diffraction potential ϕD
 . ηk and U are the generalized body motion vector and uniform flow 

magnitude, respectively. The superscript zero on the radiation potential marks the solution without 

considering the uniform flow. 
The linearized boundary value problem is then solved using the boundary element method (BEM) 

in the frequency domain, with the free-surface Green’s function. The BEM method uses a Green’s 

function that satisfies all the boundary conditions, except that on the body boundary, which is 

problem specific. Thus, the free surface Green function significantly reduces computational 

requirement since the discretization is only needed on the body boundary. With additional 

assumptions, the uniform flow effect can be readily calculated from the zero speed results. Therefore, 

the UF method can be implemented as a post-processing tool to any fluid-structure interaction 

simulation code. However, for non-linear problems such as the added resistance problem, the UF 

method is not straightforward, as shown in Kim and Kim (2010), Guha and Falzaro (2015), and 

Bakti and Kim (2020). 

An in-house frequency domain BEM with UF approximation is used for comparison with the 

CFD simulation. The complete derivation and formulation for the diffraction forces, added mass, 

hydrodynamic damping, equation of motion, and the added resistance of the UF-BEM method can 

be found in Salvesen et al. (1970), Papanikolaou and Schellin (1992), Guha and Falzarano (2016), 

and Bakti et al. (2021). 
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Table 1 Hull’s Particulars 

Hull Shape Item Notation Value Unit 

 

Length L 5 m 

Breadth B 1 m 

Total Depth hbm 0.85 m 

Draft d 0.35 m 

Displaced Volume ∇ 1.109 m3  

Vertical CoG 𝐾𝐺 0.062 m 

y - Radii of Gyration 𝑟𝑦𝑦/𝐿 0.236 m 

 
 
3. Case definition  
 

Modified blunt Wigley hull as defined in Table 1 is used as a case study. This hull is similar to 

the blunt Wigley hull used in Kashiwagi (2013) with a 1:2 Froude scaling ratio. Furthermore, the 

hull is extended vertically upward from the water line to reach the desirable total height so that the 

wave run-up can be properly accounted for. To validate all of the body’s input (e.g., displaced 

volume, inertia, the center of gravity), we first did the hydrostatic test with a freely floating body. 

 
Table 2 CFD simulation cases  

Case Name 𝑭𝒏 H (m) 𝝀 (m) 𝐓𝐞 (sec) Body 
Wave 

Tank 

Wave’s 

Order 

Tow 0.2 N/A N/A N/A Yes Tank0 N/A 

Wave1_Only 0.0 0.3 10 2.53 No Tank1 1st 

Wave1_Mot0 0.0 0.3 10 2.53 Yes Tank1 1st 

Wave1_MotU 0.2 0.3 10 1.87 Yes Tank1 1st 

Wave1_MotU_5th 0.2 0.3 10 1.87 Yes Tank1 5th 

Wave2_Only 0.0 0.1875 6.25 2.00 No Tank2 1st 

Wave2_Mot0 0.0 0.1875 6.25 2.00 Yes Tank2 1st 

Wave2_MotU 0.2 0.1875 6.25 1.38 Yes Tank2 1st 

Wave2_MotU_5th 0.2 0.1875 6.25 1.38 Yes Tank2 5th 

Wave3_Only 0.0 0.1875 5.5 1.88 No Tank2 1st 

Wave3_Mot0 0.0 0.1875 5.5 1.88 Yes Tank2 1st 

Wave3_MotU 0.2 0.1875 5.5 1.27 Yes Tank2 1st 

Wave3_MotU_5th 0.2 0.1875 5.5 1.27 Yes Tank2 5th 
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Fig. 8 Force amplitude (top) and phase (bottom) of the present study against a similar approach and 

experimental data for blunt Wigley hull with  𝐹𝑛 = 0.2 

 

 
 

 

Fig. 9 RAO amplitude (top) and phase (bottom) of the present study against a similar approach and 

experimental data for blunt Wigley hull with  𝐹𝑛 = 0.2 
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The body’s input is considered correct when the body is at the equilibrium position, e.g., no pitch or 

heave static offset is observed. Note that since we use a symmetric computational domain, all the 

mass properties need to be halved, while all the resulting forces need to be multiplied by two. We 

also need to calibrate the wave height so that the comparison with other methods can be 

appropriately made. This calibration is done by simulating the waves without the presence of the 

body. 

The wave slope of 𝐻/𝜆 = 0.03  is chosen to match the experiment condition in (Kashiwagi 

2013). Three wavelength conditions are simulated. 𝜆/𝐿 = 2 is the long wave condition that is far 

from any resonance or cancellation frequency (i.e., easier to simulate) and 𝜆/𝐿 = 1.25 is the pitch 

resonance condition in the case of 𝐹𝑛 = 0.2. Lastly, 𝜆/𝐿 = 1.1 is the maximum added resistance 

load condition according to Kashiwagi’s experiment. In these simulations, the body is fixed in the 

surge direction but allowed to move in the pitch and heave directions. This setup is similar to the 

typical towing tank experiment with waves. A fixed body (diffraction only) case is also simulated 

for 𝜆/𝐿 = 2 to validate our computational model. Since shorter waves require higher resolution 

and smaller total domain size than longer waves, three types of tanks are created to reduce the 

computational cost. Note that the wave-current interaction problem is a more complex problem than 

the wave-only case and might induce significant differences in the ship motion and added resistance. 

Therefore, we also included higher-order input wave in our wave-current CFD simulation to observe 

its effect. All the simulated cases can be seen in Table 2. 
 
 

4. Validations and case study 
 

4.1 BEM: Uniform flow Approximation 
 
First, the low-fidelity numerical tool BEM-UF developed by authors is compared with other 

numerical simulation tools and experimental results. The modified Wigley hull with 𝐹𝑛 = 0.2 is 

compared against a similar approach by Guha and Falzarano (2015, 2016) and experimental results by 

Kashiwagi (1995, 2013).   

The hydrodynamic forces acting on Wigley Hull with 𝐹𝑛 = 0.2 can be seen in Fig. 8 and the 

corresponding RAOs are given in Fig. 9. From these figures, we see a good agreement between our 

UF-BEM and other results for both forces and RAOs. An exception can be found in the under-

predicted surge force and over-predicted heave motion by UF-BEM compared to the experiments. 

The former is a well-known characteristic of potential theory-based codes when simulating slender 

bodies, while the latter is caused by the viscous and non-linear effects near heave resonance in the 

experiment. 
From the BEM’s linear solution above, the added resistance force can be calculated by 

considering the time average of the surge force. The added resistance acting on the Wigley Hull with 

𝐹𝑛 = 0.2 can be seen in Fig. 10. From Fig. 10, our UF-BEM simulation shows consistent trends 

compared with other numerical results. Here, EUT stands for the enhanced unified strip theory 

(Kashiwagi 1995), which is similar to a standard 2D strip theory, but with additional 3D effects and 

surge-pitch-heave coupling effects. The present results also correlate well against published 

experimental results. The added resistance is a small quantity and in general hard to measure. In 

Kashiwagi’s experiment, two different measurement methods produced different results. The 

present 
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results roughly follow the averaged values of the two measurements. The minor discrepancies near 

heave and pitch resonance frequencies may be attributed to non-linear and viscous effects in the 

experiment. 

 

4.2 CFD: Wave height calibration and towing tank simulation 
 

The numerical wave probe was set up to record the simulated wave elevation at ship’s center of 

gravity location. The recorded wave-elevation is then used as the non-dimensionalization factor for 

forces and motions. The recorded sea-level elevation and the corresponding wave height for the 1st 

order input waves without uniform flow can be found in Fig. 11 and Table 3. The wave height is 

calculated by the zero up crossing method and then averaging them over several wave cycles (>5 

cycles). Even though the wave height is slightly smaller than the target wave height, its height 

remains stable over a long simulation time. Furthermore, the recorded wavelength (or period) agrees 

well with the target wavelength. After calibrating the non-dimensionalization factor with the actual 

recorded wave height, the forces and motions can be appropriately compared with other numerical 

simulations and experimental results. The same steps were also repeated for the Stokes 5th order 

input waves and cases with uniform flow. 

 

 

 

Fig. 10 Added resistance comparisons between the present BEM-UF simulation with other literatures 

(cf. EUT=enhanced unified strip theory) 

 
 

Table 3 Recorded wave’s height and period for each of 𝝀/𝑳 cases 

Case 
H (m) T (sec) 

Simulated  Target Diff. Simulated Target Diff 

Wave1_Only 0.289 0.3 -4% 2.53 2.53 0% 

Wave2_Only 0.181 0.1875 -3% 2.00 2.00 0% 

Wave3_Only 0.180 0.1875 -3% 1.88 1.88 0% 
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Fig. 11 Calibration of the simulated wave height and period 

 

 

     

Fig. 12 Steady wave (Kelvin-ship wave) pattern  (Tow Case in calm water) 

 

 

Before we incorporate a rather complicated unsteady problem involving wave and current 

interaction, a towing tank (uniform flow simulation without waves) simulation is done to see the 

uniform flow effect on the steady wave’s pattern (Fig. 12) and the corresponding run up along the 

hull (Fig. 13). As expected, the diverging Kelvin ship waves at ~19𝑜 angle from the ship’s hull 

along with the transverse waves are observed. From Fig. 12, we can see that the sea surface elevation 

at the bow is larger than that of the stern. The difference in the steady wave run-up between the bow 

and stern coupled with the dynamic pressure caused a steady sinkage and trim on the ship, as shown 

in Table 4. 

The comparison with Kashiwagi’s (2013) experiment in Fig. 13 shows that the wave run-up along 

the hull agrees well with the present CFD method. Minor discrepancies at the bow location are partly 

caused by the run-up tracking that is done manually from the CFD results. After confirming that all  

of the essential features of the steady flow problem were captured correctly, we then incorporated 

unsteady waves into our simulations. 
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Fig. 13 Steady wave run up along the Wigley Hull 

 

 

 

Table 4 Steady displacements 

Trim (Pitch) 0.128o 

Sinkage (Heave) 0.01851 m 

 

 

4.3 CFD: Diffraction force validation against BEM and experiment for 𝜆/𝐿  = 2 Case 

 

From Fig. 8 to Fig. 10, we saw that the BEM results agreed best with the experiments at low frequencies 

(large wavelengths). Therefore, we choose 𝜆/𝐿  = 2 to validate the CFD results for both wave-only and wave-

uniform flow problems. The 1st order input wave is considered in the CFD simulation to properly 

compare with the UF-BEM.  

The force and moment time-series for a fixed body (diffraction problem) are shown in Fig. 14. 

The experiment (Kashiwagi 2013) and the UF-BEM time series are reconstructed using simple 

sinusoidal functions. From the figure, both the amplitude and the frequency of the current CFD 

model matched well with the experiment. In the case with forward speed (𝐹𝑛 = 0.2), the encounter 

frequency effect is observed, and the force is increased due to the effects of additional convective 

pressure.  

 

4.4 CFD: Added resistance including the effects of non-linearity in incident wave and ship motion   
 

The cases of 1st order and 5th order input waves with a uniform flow are compared to see the 

effects of higher nonlinearity in incident waves. Only the cases with uniform flow close to the pitch 

and heave resonance frequencies are considered for this comparison. These particular cases are 

chosen because large ship motions and associated strong nonlinear effects are expected there. The 

time-series comparisons of the incident waves (H/ 𝜆  =0.03) can be seen in Fig. 15, while the 

corresponding ship’s responses and surge forces can be seen in Figs. 16-19. 
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Fig. 14 Force and moment time series for 𝜆/𝐿=2 

 

 

   

Fig. 15 Comparisons of incident-wave time series close to the velocity-inlet boundary 

 
 

From Fig. 15, we can see that the 5th order waves give slightly higher crests and lower troughs 

than the 1st order waves, for which the applied wave steepness is  𝐻/𝜆 = 0.03. More significant 

differences can be seen in the corresponding motions and forces. As can be seen in Figs. 18 and 19 

the heave and pitch motions for 5th order input waves are smaller than those of the 1st order waves.  
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Fig. 16 Comparisons of surge force time series and the corresponding added resistance. The surge 

motions are restricted, while pitch and heave motions are unrestrained 

 

  

  

  

Fig. 17 Motion and free surface visualization comparisons between wave only case (left) and wave with 

uniform flow case (right) for 𝜆/𝐿 = 1.25 

 

 

This may happen when the phases of higher order components are opposite to that of first-order 

component. Fig. 16 shows that the added resistances for the 5th order waves are higher or similar 

compared with those of the 1st order waves. From Fig. 16, it is clear that the surge force is non-linear 

with forward speed (𝐹𝑛 = 0.2 ) even for first-order input waves. The high nonlinearity is due to 

spilling breaking waves occurring around the ship hull with forward speed, especially the bow side, 

as illustrated in Fig. 17. Bow exposure and deep submergence associated with large heave and pitch 

motions also contribute to the nonlinearity. We do not observe such a phenomenon in the wave-only 

case without forward speed (Fig. 17 left). Note that theoretically, the 5th order waves’ phase speed is 

(𝜋𝐻/𝜆)2√g𝜆/2𝜋 higher than the 1st order waves. This may also contribute to the nonlinear Doppler 

effects associated with slightly different encounter frequencies between the 1st- and 5th-order input 

waves. 
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Fig. 18 Ship’s motion time series comparisons for 𝜆/𝐿 = 1.10 

 

 

   

Fig. 19 Ship’s motion time-series comparisons for 𝜆/𝐿 = 1.25 

 

 

 

4.5 CFD: comparisons of ship’s motion and added resistance against UF-BEM and experiments 
 
The CFD-based ship’s pitch and heave motions are compared against the experiment and UF-

BEM simulation in Figs. 20 and 21. The three independent results show reasonably good agreement. 

The discrepancies at 𝜆/𝐿 = 1.25  with 𝐹𝑛 = 0.2  are due to large heave and pitch motions and 

associated breaking waves around the hull, as shown in Fig. 17. This kind of non-linearity is not 

considered in the UF-BEM method but was well documented in the experiment (Kashiwagi 2013). 

Kashiwagi also stated that these phenomena caused the added resistance experimental data to be 

widely spread near  𝜆/𝐿 = 1.25, as shown in Fig. 22, in which the non-linear mean drift force (or 

added resistance) of the current CFD model is compared against the experimental and UF-BEM 

results. The added resistance was calculated by time-averaging the surge force time series over 

several cycles after the quasi-steady state is reached. We see that the current CFD results compare 

well with the UF-BEM and experiment.  
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Fig. 20 Motion comparisons between the present CFD simulation with the present UF-BEM method and 

Journee’s experiment results (Journee 1992) for 𝐹𝑛 = 0.0 

 

 

   

Fig. 21 Motion comparisons between the present CFD simulation with the present UF-BEM method and 

Kashiwagi’s experimental (Kashiwagi 2013) results for 𝐹𝑛 = 0.2 

 

 

   

Fig. 22 Added Resistance for 𝐹𝑛 = 0.0 case (left) and 𝐹𝑛 = 0.2 case (right) 
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Fig. 23 Illustration of Instanteneous Non-Linear Pressure Distribution on the Hull from CFD Simulations 

 

 

Despite the highly non-linear nature of the problem, the CFD simulation captured the essential 

features of interactions between waves and body motions with forward speed. In this regard, the 5th 

order input wave case gives slightly better agreement with the experimental results than the case of 

1st order input wave. The strength of the CFD method is also demonstrated by its ability to capture 

instantaneous local pressure distribution on the hull, as can be seen in Fig. 23. These instantaneous 

pressure distribution from non-linear loading is useful for many engineering purposes, such as in 

hydro-elasticity analysis and hull-girder fatigue damage assessment. 

Even though the CFD simulation could capture essential features of non-linear wave-body 

interactions, it requires a very high computational time and cost. For illustration, in the case 

involving a highly non-linear phenomenon (e.g., Fig. 17 including breaking waves), 100 CPU hours 

only yield 0.5 sec of simulation time. Therefore, the BEM method is still preferred in many 

engineering practices. The BEM is particularly useful in parametric studies for optimal design, for 

which many simulations need to be run with varying design parameters. Then, the CFD method can 

be used for the proof computation of the optimized design. 

 
 

5. Conclusions 
 
RANS-based CFD simulation was conducted for Wigley hull with (or without) forward speed to 

reproduce the experimental results of Kashiwagi (2013) and Journee (1992). The setup of the model 

with increasing complexity was explained. For quality assurance, static wave tank, wave only case, 

steady towing simulation, and ship in waves with (or without) forward speed were sequentially 

conducted to better control the overall numerical robustness. To check the sensitivity against the 

nonlinearity of incident waves, both 1st- and 5th-order Stokes waves were inputted and compared. 

An independent potential-based BEM method with uniform flow approximation was also developed 
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as a practical tool for preliminary design and engineering practices. 

The CFD results with or without forward speed show good agreements with the BEM method 

and the experimental results, especially when  𝜆/𝐿  is large. The 5th order incident wave gives 

slightly better agreement compared to the experimental results than the 1st order wave. The CFD 

simulation was able to capture the second-order mean drift loading (or added resistance) successfully. 

Highly non-linear dynamics involving breaking waves and large motions were observed in the CFD 

simulation for 𝜆/𝐿 = 1.25 with 𝐹𝑛 = 0.2 near the pitch resonance. This phenomenon is also well 

documented in the corresponding experiments. The CFD simulation can also capture the 

corresponding instantaneous non-linear pressure distribution on the hull, which is essential for 

hydro-elasticity analyses, including slamming and other engineering applications.  

Even though the CFD simulation was able to capture most essential features of the non-linear 

wave-body interactions, it requires a very high computational cost. On the contrary, the UF-BEM 

produced comparable results, with a significantly less computational cost. Therefore, in most cases, 

the UF-BEM was proven to be a reliable, practical tool, except for several specific circumstances 

(e.g., at resonance frequency). The BEM is particularly useful in parametric studies for design 

optimization, for which many simulations need to be run with varying design parameters. Then, the 

CFD method can be used for the proof computation of the optimized design and special cases. 
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