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Abstract.  This article explores how multi-objective optimization techniques can be used to design cost-effective 
and structurally optimal spatial steel structures, highlighting that optimizing performance can be as important as 
minimizing costs in real-world engineering problems. The study includes the minimization of maximum horizontal 
displacement, the maximization of the first natural frequency of vibration, the maximization of the critical load factor 
concerning the first global buckling mode of the structure, and weight minimization as the objectives. Additionally, it 
outlines a systematic approach to selecting the best design by employing four different evolutionary algorithms based 
on differential evolution and a multi-criteria decision-making methodology. The paper's contribution lies in its 
comprehensive consideration of multiple conflicting objectives and its novel approach to simultaneous consideration 
of bracing system, column orientation, and commercial profiles as design variables. 
 

Keywords: conceptual and feature based design; design optimization; simulation based design; steel 

structure; structural optimization 

 

 
1. Introduction 

 
Space steel frames are widely used in various civil engineering applications around the world, 

and with technological advancements, there is a growing need for more efficient structures that can 

be designed at a lower cost while also being able to support increasingly taller buildings. However, 

optimizing such complex designs with only one objective may not be sufficient, and there is a need 

to consider multiple conflicting objectives. Multi-objective optimization techniques are required to 

solve these problems and obtain Pareto fronts (PFs) that can provide a set of optimal solutions. 

From these solutions, the decision-maker (DM) can choose the one that best suits their 

preferences. 

In multi-objective optimization, the goal is to optimize multiple objectives simultaneously 

while taking into account the trade-offs between them. This involves finding a set of solutions that 
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are not dominated by any other solution, following the dominance concepts described by Deb 

(2001), known as Pareto optimal solutions. The set of Pareto optimal solutions forms the PF, which 

provides a range of optimal solutions for the DM to choose from according to his preferences. 

Using multi-objective optimization techniques to design space steel frames can lead to more 

cost-efficient and structurally optimum designs. The PF provides a set of optimal solutions from 

which the DM can choose, considering their preferences and trade-offs between different 

objectives, such as cost, weight, and global stability. 

The challenge for the DM is to select the solution that best aligns with their preferences, which 

can be subjective and may vary depending on the context and problem at hand. In the solution 

extraction process, the DM can manually choose a solution based on their knowledge and 

experience, or they can use a systematic method such as multi-criteria decision-making (MCDM). 

MCDM methods allow the designer to incorporate their preferences into the decision-making 

process by assigning weights to each objective based on their relative importance. The method 

introduced by Parreiras and Vasconcelos (2005), adopted here, is one such approach, where the 

designer defines weights for each objective based on their preferences, and a weighted sum 

approach is used to rank the solutions. 

As buildings become taller, the impact of wind on horizontal displacements, the global stability, 

and the dynamic behavior become significant challenges in structural design. Bracing systems can 

be used to address these issues. However, selecting the most effective geometric configuration is 

not a simple task, as there are numerous options commonly adopted in the design of steel frames. 

In addition, the orientation of the principal axes of inertia of the columns can also impact the 

global structure behavior, making it difficult to determine the optimal set of orientations for 

structures of general geometry. 

Therefore, finding the best configuration according to the designer's expertise requires careful 

consideration of multiple variables, including the choice of bracing system and orientation of the 

columns, among others. This process may not be intuitive and requires the use of advanced 

optimization techniques to evaluate a large number of design options and select the most effective 

solution based on multiple conflicting objectives. 

In this sense, multi-objective optimization techniques can help designers to consider all 

relevant variables, such as the weight, cost, stability, and stiffness of the structure, and select the 

most suitable bracing configuration and column orientation. By using these techniques, designers 

can obtain a set of Pareto optimal solutions, enabling them to choose the desirable design 

according to their preferences and objectives. This approach can lead to more cost-efficient and 

structurally optimum designs while considering all relevant variables. 

Structural optimization problems typically focus on minimizing the cost or amount of material 

used as the single objective. However, in real-world engineering problems, optimizing 

performance may be just as crucial as minimizing cost. Therefore, it is essential to include multiple 

objectives in the optimization problem formulations to improve structural performance. In this 

sense, this paper considers the minimization of maximum horizontal displacement, the 

maximization of the first natural frequency of vibration, and the maximization of the critical load 

factor concerning the first global buckling mode of the structure. Considering these objectives in 

addition to weight minimization, a more comprehensive understanding of the structural system's 

performance can be achieved, leading to a more efficient and effective design. 

Four multi-objective evolutionary algorithms based on differential evolution (DE) introduced 

by Storn and Price (1995) were adopted to solve the the optimization problems analyzed in this 

paper: the third evolution step of generalized differential evolution (GDE-3), developed by 
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Kukkonen and Lampinen (2005); success-history–based adaptive multi-objective differential 

evolution (SHAMODE); SHAMODE with whale optimization (SHAMODE-WO)  presented by 

Panagant et al. (2019); and a multi-objective meta-heuristic with iterative parameter distribution 

estimation (MM-IPDE), elaborated by Wansasueb et al. (2022). Recently, the performance of these 

algorithms was evaluated by Carvalho et al. (2021) in solving multi-objective structural 

optimization problems concerning two, three, and four conflicting objective functions. 

The remainder of this paper is organized as follows. Section 2 shows and lists the related works 

and the distinct characteristics of the present paper. Section 3 describes the formulation of the 

multi-objective optimization problems treated in this work. Section 4 explains how the solutions 

are ranked and extracted from the PF. Section 5 presents the numerical experiments and its results 

analysis, and finally, the paper ends with concluding remarks and future works in Section 6. 

 
 
2. Related work 

 
In recent years, the field of structural optimization for steel frames has seen a growing interest 

in studying bracing systems and multiple objectives. One notable study in the early 2000s, 

conducted by Papadrakakis et al. (2002), focused on multi-objective problems in framed structures 

under static and dynamic loading conditions. The study presented numerical examples applied on 

3D frames and large-scale trusses, with objectives to minimize both weight and maximum 

displacement for framed structures, and to maximize the first natural frequency of vibration while 

minimizing weight for trusses. Another study by Kicinger and Arciszewski (2004) presented a 

multi-objective problem of frames with different bracing configurations for plane structures 

representing tall buildings. The study subjected the structures to an evolutionary optimization 

process with two conflicting objectives: minimizing the total weight of the structure and 

minimizing the maximum displacement. Subsequent research by Kicinger et al. (2007) 

investigated multi-objective optimization for frames with different bracing systems, utilizing the 

Strength-Pareto Evolutionary Algorithm II (SPEA2) in conjunction with a mathematical 

optimization method. In a related study, Liu et al. (2005) developed a methodology for 

earthquake-resistant civil structures that balances the minimization of two conflicting objective 

functions: short-term construction investment and long-term risk of earthquakes. The study 

proposed objective functions that incorporate material consumption, initial construction expenses, 

seismic structural performance, and lifetime cost of earthquake damage. 

In the early 2010s, Yazdi et al. (2010) investigated the optimal geometric configuration of the 

three bars comprising an eccentric bracing system, focusing on the position of the connection 

point. The study had two conflicting objectives, namely minimizing weight and maximizing 

stiffness to lateral displacements, and utilized fuzzy logic to determine the best configuration. 

Elkassas and Swelem (2012c) conducted a case study of multi-story flat frames located in Egypt, 

considering three different types of bracing (type "A", type "V", and type "X") to find the most 

economical bracing system within allowable stress limits for wind loads.  Richardson et al. 

(2013) sought to define an efficient bracing configuration for a museum in the United States 

through multi-objective optimization, studying the optimal distribution of "X" braces on the 

building's four facades. The study had two conflicting objectives, minimizing the cost of 

development and inter story drift. 

 In the mid-2010s, Kaveh and Farhoudi (2015) proposed a novel study that utilized Differential 

Evolution and Dolphin Echolocation algorithms as search methods to optimize the layout of plane  
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Table 1 Aspects of related works regarding design variables and number of simultaneous objectives 

considered 

Year Authors Design Variables NSO 
  BS CO S 1 2 3 4 

2002 Papadrakakis et al.   OK  OK   

2004 Kicinger and Arciszewski OK  OK  OK   

2005 Liu   OK  OK   

2007 Kicinger et al. OK  OK  OK   

2010 Yazdi et al.   OK  OK   

2010 Kizilkan  OK OK OK    

2012 Elkassas and Swelem OK  OK OK    

2012 Lemonge and Barbosa  OK OK OK    

2013 Richardson et al. OK  OK  OK   

2015 Kaveh and Farhoudi OK  OK OK    

2016 Babaei and Sanaei OK  OK  OK   

2016 Gholizadeh and Poorhoseini OK  OK OK    

2017 Barraza et al.   OK  OK   

2017 Gholizadeh and Baghchevan   OK  OK   

2017 Hasanaçebi OK  OK OK    

2018 Kaveh et al. OK  OK OK    

2019 Braga et al. OK  OK OK    

2019 Khaledy et al.   OK  OK   

2019 Burton et al.   OK  OK   

2019 Baradaran and Madhkhan OK  OK OK    

2020 Farahmand-Tabar and Ashtari OK  OK OK    

2020 Tu et al.   OK  OK   

2020 Resende et al.   OK  OK   

2021 Do and Ohsaki   OK  OK   

2021 Ghasemof et al.   OK  OK   

2021 Gholizadeh and Fattahi   OK  OK   

2021 Motta et al.  OK OK  OK   

2021 Shen et al.   OK  OK   

2023 This work OK OK OK    OK 

 

 

frames. The study aimed to identify the optimal bays for locating "X" bracing systems while 

minimizing the weight of the structure. Babaei and Sanaei (2016) focused on the cross-sections of 

beams and columns and topology changes in the bracing system as design variables. They utilized 

a multi-objective optimization algorithm to minimize weight and maximum displacement. 

Gholizadeh and Poorhoseini (2016) also applied the Dolphin Echolocation algorithm to minimize 

the cost of the bracing configuration. Two years later, Kaveh et al. (2018) c conducted a similar 

study but with different design variables and objective functions. Hasançebi (2017) proposed a 

cost-benefit analysis for economic steel frame designs, considering various bracing systems and 
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beam-column connections for 13 different building models. These studies highlight the use of 

diverse optimization algorithms to solve structural optimization problems and obtain more 

practical cost-effective designs for steel frames. 
Several recent studies have explored optimization methods for designing efficient and cost-

effective bracing systems for steel frames. Braga et al. (2019) proposed a multi-performance 
optimization approach for designing dissipative bracing systems that minimize the cost of 
intervention. Khaledy et al. (2019) aimed to minimize the weight and damage index of plane steel 
frames subjected to explosion loads, while Burton et al. (2019) conducted a multi-objective 
optimization study of controlled rocking steel braced frames. Baradaran and Madhkhan (2019) 
evaluated different topologies for mega bracing systems, which are commonly used for lateral 
stiffening, and Farahmand-Tabar and Ashtari (2020) investigated inclined bracing trusses for tall 
buildings with out-rigger braced systems. 

Numerous significant contributions in the field of truss analysis and optimization warrant 
attention. Tejani et al. (2017) employed a pedagogical and experiential learning strategy to explore 
the optimization of topology, shape, and size of truss structures. Noteworthy studies by Kaveh and 
Bakhshpoori (2016), Kaveh and Rezaei (2016), Kaveh and Ilchi Ghazaan (2016) encompassed the 
application of efficient multi-objective search algorithms for design optimization. These studies 
addressed truss optimization with dynamic constraints, topology optimization, and geometry 
optimization for various dome configurations. Turning to the domain of composite structures, 
Akbulut et al. (2020) conducted a meticulous examination utilizing non-linear optimization 
techniques to assess the performance of composite structures under conditions of vibration and 
buckling loads. This investigation contributes significantly to the evolving comprehension of 
composite structure optimization, shedding light on their behavior under critical loading scenarios. 
Finally, in the field of grid structures, Cascone et al. (2021) conducted an investigation into the 
optimization of diagrid structures applied in the context of tall buildings, while Tomei et al. (2022) 
focused their study on the design optimization of gridshells. 

Table 1 compiles the cited works related to steel frames, as well as additional similar works and 
the current study to enable a comparative analysis of design variables and the number of objectives 
simultaneously considered, where BS is bracing system configuration, CO is column orientation, S 
is the cross-section, and NSO means number of simultaneous objectives considered. The present 
work stands out due to the unique approach of considering the bracing systems as a variable, the 
simultaneous consideration of design variables from three distinct categories, and the 
consideration of four objectives in the problem formulation. 

 

 

3. Formulation of the multi-objective optimization problem 
 

The multi-objective optimization problem aims to determine the best bracing system 

configuration, column orientations, and commercial steel profiles described by an integer index 

vector 𝑥 = {I1, I2, ..., Ii} (design variables) outlined in Subsection 5.3. These design variables 

should satisfy the problem objectives, which are: (i) minimizing the total weight of the structure 

(𝑊(𝑥)); (ii) minimizing the maximum horizontal displacement (𝛿𝑚𝑎𝑥(𝑥)); (iii) maximizing the 

first natural frequency of vibration 𝑓1(𝑥); and (iv) maximizing the critical load factor for global 

stability (𝜆𝑐𝑟𝑡 (𝑥)). Eq. (1) formalizes the multi-objective problem formulation, where xL and xU 

represent the lower and upper bounds of the design variables, respectively. The expression for the 

total weight of the structure is provided in Eq. (2) which involves the specific mass of the material 

denoted by 𝜌, and the cross-sectional area 𝐴𝑖 and length 𝐿𝑖 of the i-th element. 
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min𝑊(𝑥) 𝑎𝑛𝑑 min 𝛿𝑚𝑎𝑥  𝑎𝑛𝑑 max 𝑓1 (𝑥)  𝑎𝑛𝑑max  𝜆𝑐𝑟𝑡 (𝑥)   
s. t. strucutural constraint 𝑥𝐿 ≤ 𝑥 ≤  𝑥𝑈 

(1) 

𝑊(𝑥) =  ∑𝜌𝐴𝑖𝐿𝑖

𝑁

𝑖=1

 (2) 

 

3.1 Design constraints 
 
The design constraints in the problems addressed in this paper can be divided into three groups: 

displacement constraints, strength constraints, and geometric constraints. 

 
3.1.1 Displacement constraints 
There are two constraints imposed on the structural displacements in the problems addressed in 

this paper. The first constraint concerns the maximum horizontal displacement at the top of the 

building (𝛿𝑚𝑎𝑥(𝑥)); and is defined by Eq. (3), where 𝛿̅ = 𝐻/400 represents the maximum 

allowable displacement. Here 𝐻, denotes the height of the structure. The second constraint is 

related to the inter-story drift of the 𝑖-th floor of the building 𝑑𝑖(𝑥) and is defined by Eq. (4) 

where �̅� = ℎ/500 is the maximum allowable inter-story drift, ℎ is the ceiling height, and 𝑁𝑠 is 

the total number of stories (ABNT 2008). 

𝛿𝑚𝑎𝑥  (𝑥)

𝛿̅
− 1 ≤ 0

 
(3) 

𝑑𝑖  (𝑥)

�̅�
− 1 ≤ 0    𝑖 = 1, … , 𝑁𝑠 

(4) 

 
3.1.2 Strength constraints 
The structural members are subject to Load and Resistance Factor Design (LRFD) equations 

(ANSI 2016), which encompass axial and unsymmetrical bending, as well as shearing effects. 

These equations are applicable to doubly symmetric cross-sectional members and adhere to the 

guidelines outlined in ANSI (2016) and Brazilian Codes for Steel Construction (ABNT 2008). The 

LRFD equations (Eqs. (5) and (6)) specify that the required axial strength, 𝑃𝑟, and the flexural 

strengths about the major and minor axis, 𝑀𝑟𝑥 and 𝑀𝑟𝑦, must be satisfied by the available axial 

and flexural strengths, designated as 𝑃𝑐, 𝑀𝑐𝑥, and 𝑀𝑐𝑦. Similarly, the required and available 

shearing strengths are denoted as 𝑉𝑟 and 𝑉𝑐, respectively. The available strengths are evaluated in 

accordance with Brazilian and American technical codes (ABNT 2008, ANSI 2016), accounting 

for the reduction in section effectiveness due to local and global buckling. The effective buckling 

length factor is taken as 𝐾=1.0, which is recommended in ABNT (2008) for multi-story braced 

frames. 

{
 
 

 
 
𝑃𝑟
𝑃𝑐
+
8

9
(
𝑀𝑟𝑥

𝑀𝑐𝑥

+
𝑀𝑟𝑦 

𝑀𝑐𝑦

) − 1 ≤ 0       𝑖𝑓  
𝑃𝑟
𝑃𝑐
≥ 0.2

𝑃𝑟
2𝑃𝑐

+ (
𝑀𝑟𝑥

𝑀𝑐𝑥

+
𝑀𝑟𝑦 

𝑀𝑐𝑦

) − 1 ≤ 0       𝑖𝑓  
𝑃𝑟
𝑃𝑐
≥ 0.2

 
(5) 
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𝑉𝑟
𝑉𝑐
− 1 ≤ 0

 (6) 

 
3.1.3 Geometric constraints 
This formulation applies geometric constraints to the column-to-column fitting to prevent 

sections with greater depth or mass from being fitted over sections with lesser depth or mass. The 

constraints concerning the depth and mass of the sections are governed by Eqs. (7) and (8), 

respectively. Here, 𝑑𝑝𝑖(𝑥) and 𝑑𝑝𝑖−1(𝑥) represent the depth of the W section selected for the 

group of columns $i$ and $i-1$, respectively, and 𝑚𝑠𝑖(𝑥) and 𝑚𝑠𝑖−1(𝑥) are the unit weight of 

the W section selected for the group of columns 𝑖 and 𝑖 − 1, respectively. 𝑁𝐺𝑐 denotes the 

number of groups of columns. 

𝑑𝑝𝑖(𝑥)

𝑑𝑝𝑖−1(𝑥)
− 1 ≤ 0         𝑖 = 1, … ,𝑁𝐺𝑐  

(7) 

𝑚𝑠𝑖(𝑥)

𝑚𝑠𝑖−1(𝑥)
− 1 ≤ 0          𝑖 = 1, … , 𝑁𝐺𝑐 

(8) 

 
 

4. Materials and methods 
 
Multi-objective optimization is a common problem in which multiple objectives need to be 

considered simultaneously. The outcome of such a problem is a set of non-dominated solutions 

generating a PF. This front is essentially a trade-off curve, which displays the relationship between 

the different objectives and the corresponding solutions. By examining this curve, designers can 

extract solutions that meet their requirements while considering trade-offs between conflicting 

objectives. There are various methods available for extracting solutions from the PF, allowing 

designers to choose the most appropriate solution according to their preferences. 

 
4.1 Dominance and optimal PF 
 
To rank the solutions obtained in a multi-objective problem, the concept of dominance is 

employed. This approach is similar to the one introduced by Deb (2001). In a minimization 

problem, a solution 𝐴 dominates another solution 𝐵 (𝐴 ≺ 𝐵) if one of two conditions holds: 

either 𝐴 is better or equal to 𝐵 in all objective functions (𝑓𝑖(𝐴) ≤  𝑓𝑖(𝐵) for all 𝑖 =  1, 2, . . . , 𝑛, 
where 𝑛 is the number of objectives), or 𝐴 is strictly better than 𝐵 in at least one objective 

function (𝑓𝑖(𝐴)   <  𝑓𝑖(𝐵) for at least one value of 𝑖). Handling the constraints, feasible solutions 

are compared with non-feasible solutions using the NSGA-II ranking and crowding distance 

scheme (Deb et al., 2002). This approach allows for an efficient ranking of solutions, providing 

valuable insights for designers in selecting the most appropriate solution from the PF. 

 
4.2 Evolutionary algorithms adopted 
 
The algorithms employed in this study are all based on differential evolution. To conduct a 

more comprehensive analysis, four distinct algorithms are adopted, namely: (i) The Third 

333



 

 

 

 

 

 

Cláudio H. B. de Resende et al. 

 

Evolution Step of Generalized Differential Evolution (GDE3) proposed by Kukkonen and 

Lampinen (2005); (ii) The Success History Based Adaptive Multi-objective Differential Evolution 

(SHAMODE) introduced by Panagant et al. (2019); (iii) The Success History Based Adaptive 

Multi-objective Differential Evolution with Whale Optimization (SHAMODE-WO), which 

incorporates the spiral movement from the Whale Optimization Algorithm (WOA) created by 

created by Mirjalili and Lewis (2016), also developed by Panagant et al. (2019); and (iv) The 

Multi-objective Meta-heuristic with Iterative Parameter Distribution Estimation (MMIPDE) 

proposed by Wansasueb et al. (2022). To determine the next set of candidate solutions for future 

generations, the concepts of dominance and crowding distance, as described by Deb et al. (2002), 

are used. This approach ensures a robust selection process, enabling the identification of high-

quality solutions in a multi-objective optimization problem. The constraints are handled using the 

constraint-based non-dominated sorting technique described in Deb et al. (2002), or constraint 

dominance principles, in which for any two solutions 𝑥 and 𝑦: (i) If 𝑥 is feasible and 𝑦 is 

infeasible 𝑥 is ranked above 𝑦; (ii) If 𝑥 and 𝑦 are both infeasible the one with the smaller 

constraint violation is ranked higher; and (iii) If 𝑥 and 𝑦 are both feasible the one dominating 

the other is ranked higher. 

 

4.3 Multi-criteria decision-making 
 
Once the PF has been obtained, it is necessary for the designer to extract the most suitable 

solution for the design at hand. This can be achieved either by visually identifying the most 

appropriate solution on the trade-off curve or by adopting systematic extraction methods. In this 

paper, a multi-criteria decision-making method, as detailed by Parreiras and Vasconcelos (2009), 

is employed, whereby the importance of each objective is weighted to facilitate the automatic 

extraction of solutions. This approach enables a more informed and objective decision-making 

process and facilitates the identification of the most suitable solution to meet the design 

requirements. 

The decision-making problem involves selecting a solution in a multi-objective problem, with a 

set of alternatives representing the Pareto front and weighted criteria. The MTD method uses 

tournaments and the function 𝑅(𝑎) to rank solutions based on criteria defined by the decision 

maker. The function 𝑅(𝑎) combines the weighted criteria, where 𝑤𝑖 are the importance weights, 

and is defined based on tournament victories (Eqs. (9), (10) and (11)). The weights 𝑤𝑖 are defined 

with the condition that 𝑤𝑖  ≥  0 and the total sum equal to 1. The function 𝑅(𝑎) quantifies the 

preference of one solution over another: If 𝑅(𝑎)  >  𝑅(𝑏), 𝑎 is preferred over 𝑏; If 𝑅(𝑎)  =
 𝑅(𝑏), 𝑎 is considered indifferent to 𝑏. Where 𝑚 is the number of objective functions. 

𝑇𝑖(𝑎, 𝐴) = ∑
𝑡𝑖(𝑎, 𝑏)

(|𝐴| − 1)
 

∀𝑏∈𝐴,𝑎≠𝑏 
 (9) 

𝑡𝑖(𝑎, 𝑏) =  {
1    𝑖𝑓    𝑓𝑖(𝑎) − 𝑓𝑖(𝑏) > 0
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                       

 (10) 

𝑅(𝑎) = (∏𝑇𝑖(𝑎, 𝐴)
𝑤𝑖

𝑚

𝑖=1

)

1
𝑚⁄

 (11) 
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4.4 Performance evaluation 

 

In order to conduct a comprehensive evaluation of algorithmic performance, two widely 

recognized and efficient performance metrics were employed: the Hypervolume (HV) and the 

Inverted Generational Distance Plus (IGD+). The Hypervolume metric, introduced by Zitzler and 

Thiele (1999), is a well-established measure in the field of multi-objective optimization. It 

quantifies the quality and spread of solutions achieved by an algorithm in the objective space. By 

calculating the volume covered by the Pareto front approximation, the Hypervolume metric 

provides valuable insights into the effectiveness of an algorithm in exploring and capturing the 

trade-off between multiple conflicting objectives. Additionally, the Inverted Generational Distance 

Plus (IGD+), proposed by Ishibuchi et al. (2015), is another performance metric employed in the 

evaluation process. The IGD+ metric evaluates the closeness of a set of obtained solutions to the 

true Pareto front. It considers both the coverage and proximity of the solutions, enabling a 

comprehensive assessment of an algorithm's ability to approximate the optimal front. This measure 

plays a crucial role in quantifying the convergence and diversity aspects of an algorithm's 

performance. 

 

 
5. Numerical experiments 
 

This paper presents the results of three structural multi-objective optimization experiments 

conducted on 3D frames of varying dimensions. The first experiment involved a four-story and 

four-bay frame, the second an 8-story and 6-bay frame, and the third a 12-story and 12-bay frame, 

each with a uniform story-height of three meters. Six different scenarios, with distinct preference 

weights, were used to extract the desired non-dominated solutions. 

The first objective function considered is the total weight of the structure, the second is the 

maximum horizontal displacement, the third is the first natural frequency of vibration, and the 

fourth is the critical load factor concerning the first global buckling mode. The scenarios were 

defined with the following importance weights: [1 0 0 0], [0 1 0 0], [0 0 1 0], [0 0 0 1], [0.25 0.25 

0.25 0.25], and [0.7 0.1 0.1 0.1]. Each of the scenarios was analyzed and detailed, and the resulting 

PFs were represented in parallel coordinates, as described by Li et al. (2017). In this work, the 

solutions were represented using a normalized parallel coordinates system, represented as a poly-

line in the vector space of the normalized objective functions in the range from 0 to 1. To obtain 

these solutions, ten independent runs of 300 generations with 50 candidate vectors were conducted 

for the four algorithms employed. For the DE algorithm, the scale factor are considered to be 𝐹 =
0.4 and the crossover probability 𝐶𝑟 = 0.9. 
 

5.1 General assumptions 
 

This paper assumes that the orientation of columns will not impact the building's interior 

architecture. The structures under consideration are commercial buildings with inner partitions and 

glass facades. Furthermore, the search space for columns is limited to H-shaped profiles with 

depths that are nearly equal to the flange width. The seismic design is not considered in the 

optimization process, as it is not mandatory according to Brazilian codes (ABNT 2008) and at 

least two load combinations are taken into account in each structure, considering the wind pressure 

acting in two orthogonal directions. Lateral displacements are evaluated in these directions. 
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(a) Beam-to-column (Flexible) (b) Beam-to-column (Flexible) (c) Column-to-column (Rigid) 

Fig. 1 Elements connections 

 

 

A modelling technique based on the multi-freedom constraints approach, as detailed in Felippa 
(2004), is adopted to account for the effects of the slabs in the structure. This approach induces a 
rigid diaphragm behaviour of the floor plane, thus allowing for considering both the mass and 
stiffness of the slabs in determining the structure's displacements and frequencies. Specifically, the 
slabs' masses are treated as equivalent nodal masses in the evaluation of the first natural frequency 
of vibration. The slabs are considered to have a specific mass of 2400 kg/m$^3$ and 0.1 m of 
thickness. It is important to remark that the weight of the slabs is not added to the structure's 
weight in the optimization problem, as only the steel frames are considered. 

All the structures in the experiments are braced spatial steel frames, so the beam-to-column 
connections are assumed to be pin-jointed; that is, only the web of the profile is attached to the 
column by two angle bars, as detailed in Fig 1(a)-(b). 

All the beams are attached to the columns only by their section web, and as the bending 
moments near this kind of joints are minimal, it is not mandatory that the flange must be full in the 
connection. Thus, in cases where a beam's flange is wider than the column's web, the beam's 
flange may be bevelled or trimmed to fit properly into the connection. The columns are assumed to 
be rigidly connected by the flanges and the web (Fig. 1(c)). Also, the beams are considered to be 
laterally supported by the slab through shear studs, so there is no loss of effectiveness due to 
lateral torsional buckling. 

 

5.2 Design loads 
 

The design loads of the structure are divided into three types: dead loads (DL), live loads (LL), 
and wind loads (W). Dead loads refer to the self-weight of the steel structure and slabs, and the 
weight of its constructive elements, such as dividing walls, and glass facades. Live loads represent 
the weight imposed by the use and occupation of the structure, while wind loads are the forces 
generated by the dynamic pressure of the wind. For all experiments conducted in this paper, it is 
considered the steel frame self-weight, a slab dead load (DLs =2.4 kN/m2), an inner partition dead 
load acting on the inner beams (DLip =5.85 kN/m), a glass facade dead load acting on the outer 
beams (DLgf = 0.6 kN/m), a live load (LL = 1.5 kN/m2), and a set of nodal wind loads for each 
experiment evaluated according to ABNT (1988) for a basic velocity of 37 m/s. Two load 
combinations are verified for each experiment taking into account the wind direction, and these 
combinations are defined according to ABNT (2002) and ABNT (2008), and can be written as 
follows: LC1 = 1.4 * DL + 1.5 * LL + 1.4 * Wx and LC2 = 1.4 * DL + 1.5 * LL + 1.4 * Wy, where 
Wx and Wy are the wind load acting on -x and -y directions, respectively. The specific gravity and 
wind loads for each experiment are detailed in their respective sections. 
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Table 2 Search space composed of two subsets of commercial profiles 

W shapes for Columns W shapes for Beams 

1 W 150x22.5 16 W 250x89 1 W 150x13 16 W 310x21 31 W 410x38.8 45 W 530x66 

2 W 150x29.8 17 W 250x101 2 W 150x18 17 W 310x23.8 32 W 410x46.1 47 W 530x72 

3 W 150x37.1 18 W 250x115 3 W 150x24 18 W 310x28.3 33 W 410x53 48 W 530x74 

4 W 200x35.9 19 W 310x79 4 W 200x15 19 W 310x32.7 34 W 410x60 49 W 530x82 

5 W 200x41.7 20 W 310x93 5 W 200x19.3 20 W 310x38.7 35 W 410x67 50 W 530x85 

6 W 200x46.1 21 W 310x97 6 W 200x22.5 21 W 310x44.5 36 W 410x75 51 W 530x92 

7 W 200x52 22 W 310x107 7 W 200x26.6 22 W 310x52 37 W 410x85 52 W 530x101 

8 W 200x53 23 W 310x110 8 W 200x31.3 23 W 360x32.9 38 W 460x52 53 W 530x109 

9 W 200x59 24 W 310x117 9 W 250x17.9 24 W 360x39 39 W 460x60 54 W 610x101 

10 W 200x71 25 W 310x125 10 W 250x22.3 25 W 360x44 40 W 460x68 55 W 610x113 

11 W 200x86 26 W 360x91 11 W 250x25.3 26 W 360x51 41 W 460x74 56 W 610x125 

12 W 250x62 27 W 360x101 12 W 250x28.4 27 W 360x57.8 42 W 460x82   

13 W 250x73 28 W 360x110 13 W 250x32.7 28 W 360x64 43 W 460x89     

14 W 250x80 29 W 360x122 14 W 250x38.5 29 W 360x72 44 W 460x97     

15 W 250x85    15 W 250x44.8 30 W 360x79 45 W 460x106     

 

 

Fig. 2 Candidate vector for a general problem, including bracing system configuration, column orientation 

and commercial profiles variables 
 
 

5.3 Design variables and search space 
 

The candidate vector concerning the design variables is divided into five subsets of integer 

indexes. The first index is related to the bracing system configuration that will stiffen the structure, 

with a range of possible values from one to Nbs, in which Nbs is the number of available bracing  
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Fig. 3 Experiment 1 – 3D and plain view of the 4-story and 4-bay space frame 

 

 

Fig. 4 Experiment 1 – Possible bracing systems configurations 

 

  

(a) Scenario 1 (b) Scenario 2 

  

(c) Scenario 3 (d) Scenario 4 

  
(e) Scenario 5 (f) Scenario 6 

Fig. 5 Experiment 1 results: Parallel coordinates in the objective functions domain 
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Table 3 Experiment 1 – Wind loads acting on façade nodes 

Story Height (m) Corner Nodes (kN) Middle Nodes(kN) 

1 3 3.19 6.39 

2 6 3.34 6.67 

3 9 3.68 7.35 

4 12 1.97 3.94 

 
Table 4 Experiment 1 – Best results found for the six extracted scenarios, presenting details of the profiles 

assigned to each member group, constraints, and objective functions 

Scenario 1 2 3 4 5 6 

Importance weights [1 0 0 0] [0 1 0 0] [0 0 1 0] [0 0 0 1] [0.25 0.25 0.25 0.25 ] [0.7 0.1 0.1 0.1] 

Bracing System V IV IV IV IV IV 

Group (Stories) W Profiles 

CC (1-2) 150x22.5 310x125 360x122 360x122 310x125 150X22.5 

CC (3-4) 150x22.5 310x125 150X22.5 200x71 150X37.1 150X22.5 

OC (1-2) 150x22.5 360x122 360x122 310x125 360x101 150X22.5 

OC (3-4) 150x22.5 360x122 150x22.5 310x125 200X52 150X22.5 

IC (1-2) 150x22.5 360x122 360x122 310X117 310X117 310x79 

IC (3-4) 150x22.5 360x110 150x22.5 310X97 310X93 310x79 

OB (1-2) 150x13 530X101 610X125 610X125 360X72 150X13 

OB (3-4) 150x13 530X74 610X125 610X125 610X113 200X26.6 

IB (1-2) 250x17.9 610x101 610X125 610X125 460X60 150X24 

IB (3-4) 250x17.9 360X32.9 610X125 530X101 200X31.3 250X32.7 

BC (1-4) 150x13 150x24 150x24 150x18 150x24 150x18 

Constraints and objective functions values 

LRFD (x)  0.85 0.31 0.47 0.12 0.49 0.85 

Vmax (x)  0.19 0.11 0.03 0.04 0.17 0.22 

dmax (x) (mm) 0.5 0.2 0.2 0.3 0.2 0.3 

δmax (x) (mm) 1.8 0.6 0.6 0.8 0.6 1.1 

f1 (Hz) 1.61 4.18 6.61 5.78 5.87 2.85 

λcrt  3.69 58.41 10.59 98.22 60.04 9.28 

W(x) (kg) 6349 28323 29242 31944 23331 8922 

Search method 

Algorithm GDE3 GDE3 GDE3 GDE3 MMIPDE SHAMODE-WO 

 

 

system configurations in the problem. The second subset of indexes determines the orientation of 

the cross-section of the columns, which is a binary choice indicating the position of the highest 

and lowest principal moment of inertia concerning the global x-axis of the structure. The third 

subset of variables corresponds to the W-shaped commercial profiles assigned to the columns. 

Depending on the numerical experiment, each index is assigned to a group of elements, such as 

corner columns, outer columns, and inner columns. Each group of columns is linked to an 
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orientation from the previous subset. The last two subsets of variables are related to the 

commercial profiles assigned to the beams and bracer elements. The search space for these subsets 

comprises 29 profiles for the columns and 56 profiles for the beams, as detailed in Table 2. The 

candidate vector is detailed in Fig. 2. 

 

5.4 Experiment 1 (F4_4) 
 

The first numerical experiment involves the multi-objective optimization of a 3D frame 
consisting of four stories and four bays, as shown in Fig. 3. The frame has columns that are 
divided into three groups: corner columns (CC), outer columns (OC), and inner columns (IC). 
Each group is assigned a profile repeated every two stories, resulting in six column variables. The 
beams are divided into outer beams (OB) and inner beams (IB) and, like the columns, are assigned 
the same profile every two stories, giving a total of four beam groups. The bracing system 
configurations are illustrated in Fig. 4. The gravity load acting on the beams is 16.60 kN/m for the 
inner beams and 5.05 kN/m for the outer beams, from the load combinations. Table 3 details the 
nodal wind loads. The results of the six extracted scenarios are presented in Table 4 and visualized 
in Fig. 5. 

Six solutions were extracted and analyzed in this experiment. The first four scenarios are 
solutions that exhibit the best values for each of the objective functions, where one of the functions 
is given a weight of 1.0 of importance, and the others are given a weight of zero. The fifth scenario 
represents an intermediate solution, with equal weights assigned to each of the objective functions. 
The sixth scenario gives 0.7 importance to the structure's weight and 0.1 to the rest of the objective 
functions. 

The solutions that exhibit the best objective function values are as follows: (i) scenario 1, with 
a weight of 𝑊(𝑥)  =  6349 kg; (ii) scenario 2, with a maximum horizontal displacement at the 
top of 𝛿𝑚𝑎𝑥(𝑥)  =  0.6 mm; (iii) scenario 3, with a first natural frequency of vibration of 
𝑓1(𝑥)  =  6.61 Hz; and (iv) scenario 4, with a critical load factor relative to global stability of 
𝜆𝑐𝑟𝑡(𝑥)  =  98.22. It is noteworthy that the IV bracing system appeared in most of the extracted 
solutions, except for the lightest structure (scenario 1), which employed the V bracing system. 
Based on the results, it can be concluded that for this specific structure, the IV bracing system 
provides the best performance in terms of maximum horizontal displacement, the natural 
frequency of vibration, and global stability, while the V bracing system yields the lightest 
structure. It is important to remember that the solutions are obtained by a combination of variables, 
including the bracing system configuration, the orientation of the columns, and the profiles 
assigned to the members. 

In the first four solutions, the orientation of the columns can be observed as follows: scenario 1 
[0,0,1], scenario 2 [1,0,1], scenario 3 [0,1,0], and scenario 4 [1,1,0], with the ones and zeros 
according to Fig. 2. An interesting issue that can be observed in this experiment, more specifically 
in scenario 3, is that the maximization of the first natural frequency of vibration and the critical 
load factor is not redundant objectives, although both depend on the stiffness matrix of the 
structure. What is noticed is that the solution that leads to the highest vibration frequency of the PF 
(scenario 3, 𝑓1(𝑥)  =  6.61 Hz, 𝜆𝑐𝑟𝑡(𝑥) = 10.59), presents a factor of critical load well below the 
solution that presents the highest of all (scenario 4, 𝑓1(𝑥)  =  5.77 Hz, 𝜆𝑐𝑟𝑡(𝑥) = 98.22). 

 

5.5 Experiment 2 (F8_6) 
 

The second experiment conducted in this study involved an 8-story and 6-bay 3D frame, as  
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Fig. 6 Experiment 2 – 3D and plain view of the 8-story and 4-bay frame 

 

 

Fig. 7 – Experiment 1 – Possible bracing systems configurations. From left to right, Diagonal, “Z”, “V”, 

inverted V (“IV”) and “X” geometric configurations 

 
Table 5 – Experiment 2 – Wind loads acting on façade nodes 

Story Height (m) Corner Nodes (kN) Middle Nodes(kN) 

1 3 3.79 7.58 

2 6 3.95 8.30 

3 9 4.36 8.72 

4 12 4.67 9.34 

5 15 4.93 9.86 

6 18 5.14 10.28 

7 21 5.34 10.68 

8 24 2.76 5.51 

 

 

depicted in Fig. 6. The frame was designed with column groups that were labeled for ease of 

reference. The experiment aimed to investigate five different bracing systems, which are shown in 

Fig. 7. The layout of the columns and beams was such that each column group and beam division 

repeated every four stories. Specifically, the beams were divided into outer beams and inner 

beams, just as in the first experiment. The load combinations used in this experiment included a 

gravity load acting on the beams. The gravity load was 25.02 kN/m for the inner beams and 9.25  
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Table 6 Experiment 2 – Best results found for the six extracted scenarios, presenting details of the profiles 

assigned to each member group, constraints, and objective functions 

Scenario 1 2 3 4 5 6 

Importance 

weights 
[1 0 0 0] [0 1 0 0] [0 0 1 0] [0 0 0 1] 

[0.25 0.25  

0.25 0.25 ] 

[0.7 0.1  

0.1 0.1] 

Bracing System IV X X V X X 

Group (Stories) W Profiles 

CC (1-4) 250x62 360X122 360x122 360X122 360X122 360X91 

CC (5-8) 200x35.9 200X46.1 200X35.9 360X122 310X97 150X22.5 

OC (1-4) 310X97 360x122 360x122 310X125 310X125 150X22.5 

OC (5-8) 200X59 310X93 150x22.5 310X110 310X93 150X22.5 

IC (1-4) 360x122 310X125 360x122 360X122 360X122 310x79 

IC (5-8) 360X91 310X125 360X122 360X122 310X117 310x79 

OB (1-4) 250x17.9 460X106 610X125 610X125 360X44 250X17.9 

OB (5-8) 250x17.9 530X92 610X125 610X125 360X72 200X26.6 

IB (1-4) 410x38.8 530X101 610X125 610X125 460X82 360X57.8 

IB (5-8) 410x38.8 610X125 610X125 610X125 610X101 310X52 

BC (1-8) 150x18 150x24 150x24 150x24 150x24 150x18 

Constraints and objective functions values 

LRFD (x)  0.98 0.55 0.66 0.61 0.57 0.97 

Vmax (x)  0.18 0.08 0.06 0.06 0.10 0.19 

dmax (x) (mm) 1.9 1.1 1.1 1.3 1.1 1.5 

δmax (x) (mm) 15.0 8.0 8.2 10.5 8.1 10.1 

f1 (Hz) 0.36 0.79 0.85 0.82 0.77 0.54 

λcrt  1.02 4.49 3.74 7.59 5.99 2.79 

W(x) (kg) 44633 138191 152864 161696 109291 61665 

Search method 

Algorithm 
SHAMODE 

-WO 

SHAMODE 

-WO 
GDE3 GDE3 

SHAMODE 

-WO 
MMIPDE 

 
Table 7 – Experiment 3 – Wind loads acting on façade nodes 

Story Height (m) C.Nodes(kN) M.Nodes(kN) Story Height (m) C.Nodes(kN) M.Nodes(kN) 

1 3 3.15 6.30 7 21 4.45 8.90 

2 6 3.29 6.58 8 24 4.59 9.18 

3 9 3.63 7.26 9 27 4.73 9.46 

4 12 3.89 7.78 10 30 4.85 9.70 

5 15 4.11 8.22 11 33 4.96 9.92 

6 18 4.29 8.58 12 36 2.53 5.06 

 

 

kN/m for the outer beams. In addition to the gravity load, nodal wind loads were also applied to 

the structure. Table 5 details the nodal wind loads. The results of the experiment were analyzed  
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(a) Scenario 1 (b) Scenario 2 

  

(c) Scenario 3 (d) Scenario 4 

  
(e) Scenario 5 (f) Scenario 6 

Fig. 8 Experiment 2 results: Parallel coordinates in the objective functions domain 

 

 

Fig. 9 Experiment 3 – 3D and plain view of the 12-story and 12-bay frame 
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Fig. 10 Experiment 3 possible bracing systems configurations 

 

  

(a) Scenario 1 (b) Scenario 2 

  
(c) Scenario 3 (d) Scenario 4 

  
(e) Scenario 5 (f) Scenario 6 

Fig. 11 Experiment 3 results: Parallel coordinates in the objective functions domain 

 

 

through six different scenarios, and the outcomes are presented in Table 6. The results are also 

illustrated in Fig. 8. 
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Table 8 Experiment 3 – Best results found for the six extracted scenarios, presenting details of the profiles 

assigned to each member group, constraints, and objective functions 

Scenario 1 2 3 4 5 6 

Importance 

weights 
[1 0 0 0] [0 1 0 0] [0 0 1 0] [0 0 0 1] 

[0.25 0.25  

0.25 0.25] 

[0.7 0.1  

0.1 0.1] 

Bracing System IV X X V X X 

Group (Stories) W Profiles 

CC1 (1-4) 360x91 360X122 310x117 360X122 360X122 310x117 

CC1 (5-8) 200x41.7 250x115 310x117 360X122 360X122 310x117 

CC1 (9-12) 150x22.5 150x37.1 150x37.1 310X110 150x22.5 150X22.5 

CC2 (1-4) 310x110 200x41.7 310x125 360x91 360x91 310x117 

CC2 (5-8) 200x52 200x35.9 310x107 250x89 250x73 310x117 

CC2 (9-12) 150x37.1 200x35.9 200x46.1 200x86 200x59 310x117 

OC1 (1-4) 360x91 360X91 310x117 310x117 310x117 310x107 

OC1 (5-8) 310x125 200X52 310x79 310x117 250x62 150X22.5 

OC1 (9-12) 200x35.9 150x22.5 150x29.8 250x80 150x37.1 150X22.5 

OC2 (1-4) 310x125 310x79 360x122 360x122 200x35.9 310x117 

OC2 (5-8) 250x80 200x52 200x71 360X122 150x29.8 200x71 

OC2 (9-12) 200x41.7 150x29.8 200x46.1 310x97 150x22.5 200x41.7 

IC1 (1-4) 310x125 310x117 360x122 360X122 360X122 310x117 

IC1 (5-8) 310x107 310x107 310x107 360X122 310X93 310x117 

IC1 (9-12) 200x71 250x73 250x73 360x101 250x73 250x73 

IC2 (1-4) 310x28.3 310X117 310x117 360x122 360X110 310x125 

IC2 (5-8) 310x107 310X79 310x117 360X122 360X110 310x117 

IC2 (9-12) 200x71 200x52 310x117 310x107 360X110 310x110 

OB (1-4) 310x28.3 360x79 610X125 610X125 530x101 460x60 

OB (5-8) 250x17.9 610x125 610X125 610X125 530x72 200X26.6 

OB (9-12) 250x25.3 360x79 610X101 610X125 530x82 250x32.7 

IB (1-4) 360x32.9 460x97 530X109 610X125 360x57.8 250x38.5 

IB (5-8) 310x38.7 360x72 360x64 610X125 360x72 310X44.5 

IB (9-12) 360x32.9 360x57.8 360x64 530x66 310x44.5 310X38.7 

BC (1-12) 150x18 150x24 150x24 150x24 150x24 150x24 

Constraints and objective functions values 

$LRFD$ 0.94 0.94 0.94 0.93 0.97 0.95 

$V$ 0.23 0.14 0.15 0.09 0.20 0.23 

$d$ (mm) 1.3 0.8 0.9 0.9 0.8 0.9 

$delta$ (mm) 10.5 4.1 6.0 5.8 4.5 6.2 

$f$ (Hz) 1.05 1.48 1.64 1.49 1.59 1.45 

$lambda$ 1.46 3.39 5.51 6.51 4.17 2.37 

$W$ (kg) 130087 245796 282805 333495 224634 164251 

Search method 

Algorithm SHAMODE SHAMODE MMIPDE MMIPDE SHAMODE MMIPDE 
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From Table 6 and examining the first four scenarios, it can be observed that the lightest solution 

has a weight of 𝑊(𝑥)  =  44633 kg. Meanwhile, the solution with the smallest maximum lateral 

displacement has a value of 𝛿𝑚𝑎𝑥(𝑥)  =  8 mm. In addition, the solution with the highest natural 

frequency of vibration has a value of 𝑓1 = 0.85 Hz, and the solution with the highest critical load 

factor has a value of 𝜆𝑐𝑟𝑡(𝑥)  =  7.59. Regarding the bracing systems, it is worth noting that the 

IV configuration leads to the lightest structure. In contrast, the V configuration results in a 

structure with greater stability. The X configuration leads to structures that exhibit less horizontal 

displacement and a higher natural frequency of vibration. In scenario 3, it is observed that a similar 

phenomenon to that which occurred in experiment 1 takes place. Specifically, the solution that 

provides the highest vibration frequency (scenario 3, 𝑓1(𝑥) = 0.85 Hz, 𝜆𝑐𝑟𝑡 (𝑥)  =  3.74) has a 

significantly lower critical load factor than the structure that exhibits greater stability (scenario 4, 

𝑓1(𝑥) = 0.82 Hz, 𝜆𝑐𝑟𝑡 (𝑥)  =  7.59), despite the orientation of the columns being the same in 

both scenarios [1,1,0] the bracing system configurations are different. 

 

5.6 Experiment 3 (F12_12) 
 

The third multi-objective optimization problem was solved for a 12-story, 12-bay 3D frame, as 

shown in Fig. 9. It is noteworthy that the groups of columns repeat every four stories. The load 

combinations acting on the beams include a gravity load of 22.21 kN/m for the inner beams and 

7.85 kN/m for the outer beams. Table 7 provides the nodal wind loads. The results of the six 

scenarios that were analyzed are summarized in Table 8 and illustrated in Figure 11. Owing to the 

inherent difficulty of the GDE3 algorithm in generating feasible solutions despite an extensive 

number of generations, it was deemed unsuitable for inclusion in Experiment 3. As such, the 

remaining three algorithms were exclusively employed in the experiment. 

The results obtained from the optimization process are significant and provide valuable insights 

into the design of efficient and stable structures. The findings show that for scenario 1, the 

structure's weight can be minimized to 𝑊(𝑥) = 130087 kg, making it the lightest possible 

solution in the PF. Scenario 2 reveals that the available solution with a minimum horizontal 

deflection at the rooftop presents 𝛿𝑚𝑎𝑥(𝑥) = 4.1 mm. Scenario 3 highlights that by carefully 

selecting the design parameters, the first natural frequency of vibration can be maximized to 

𝑓1(𝑥) = 1.64 Hz. Finally, scenario 4 demonstrates that the critical buckling load can be optimized 

to 𝜆𝑐𝑟𝑡(𝑥)  = 6.51. Moreover, the findings indicate that the V configuration provides the lightest 

solution, making it a suitable option for scenarios where weight is a critical factor. The X 

configuration leads to the most stable structure, essential for structures exposed to severe loads. 

Lastly, the IV configuration is recommended for structures that require high resistance to 

horizontal displacement and maximum first natural frequency of vibration. 

 

5.7 Performance indicators 
 
In order to evaluate and compare the performances of the employed algorithms, two 

performance indicators, namely Hypervolume (HV) and Inverted Generational Distance Plus 

(IGD+), were utilized. The mean values and standard deviations for the three conducted 

experiments are presented in detail in 9. It is important to emphasize that, in the case of HV, a 

higher value indicates superior performance, whereas, for IGD+, the opposite holds true. The best 

values are highlighted in boldface in Table 9. 

Significantly, it is noteworthy that despite GDE3 failing to find feasible solutions in  
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Table 9 – Performance Indicators 

 GDE3 SHAMODE SHAMODE-WO MMIPDE 
 Mean Std Mean Std Mean Std Mean Std 

Experiment HV 

(1)F4_4 0.347571 0.007116 0.335663 0.017412 0.324874 0.013167 0.336445 0.01435 

(2)F8_6 0.428581 0.016355 0.412279 0.022078 0.41149 0.01926 0.419627 0.0152 

(3)F12_12   0.424367 0.022743 0.423557 0.01984 0.431925 0.015645 
 IGD+ 

(1)F4_4 0.075529 0.008129 0.049321 0.007051 0.053246 0.005721 0.055224 0.006252 

(2)F8_6 0.074538 0.011098 0.059882 0.012314 0.060394 0.007258 0.062036 0.00536 

(3)F12_12   0.085687 0.021952 0.09045 0.023273 0.102182 0.044756 

 

 

Experiment 3, it achieved the best performance in Experiments 1 and 2, as observed through HV 

analysis. On the other hand, MMIPDE presented the best performance in Experiment 3. Regarding 

IGD+, SHAMODE emerged as the algorithm with the best performance among all experiments. 

Consequently, various algorithms played a crucial role in addressing the problems investigated in 

this study, as no single algorithm exhibited clear superiority among the others. This conclusion is 

further reinforced upon analyzing the extracted solutions, which displayed considerable variability 

compared to the source algorithm. Even SHAMODE-WO, although it was not the optimal choice 

in any of the cases, achieved highly competitive values closely approaching those achieved by the 

best-performed algorithms. Importantly, it should be noted that the aforementioned analysis is 

contingent upon the specific optimization problem being addressed and is therefore limited to the 

numerical experiments conducted within the scope of this research. 

 

 

6. Conclusions 
 

This study presented a well-defined approach to tackle the complex multi-objective 

optimization problems of spatial steel frames. To achieve this, four different evolutionary 

algorithms based on differential evolution were adopted, in addition to a multi-criteria decision-

making methodology to extract solutions from the PFs. This work provides novel contributions to 

the domain, especially in considering four objectives and effectively managing several design 

variables, including bracing system configuration, column orientation, and steel profiles obtained 

from commercial tables. Furthermore, the study conducted three numerical experiments, each 

encompassing six scenarios for thorough analysis. 

Upon analysis, each algorithm demonstrated strengths and weaknesses. GDE3 performed best 

in Experiments 1 and 2, based on HV analysis, despite failing in Experiment 3. In contrast, 

MMIPDE excelled in Experiment 3. Notably, SHAMODE had the best overall performance in all 

experiments according to the IGD+ analysis. Extracted solutions showed variability compared to 

the source algorithm, and SHAMODE-WO, while not optimal in any case, displayed competitive 

values close to the best-performing algorithms. 

Based on the analysis of the outcomes, it can be deduced that both the configuration of the 

optimal bracing system and the set of column orientations rely on the structure and the specific 
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objectives under consideration, making it a challenging task to arrive at a solution based solely on 

the designer's expertise. Furthermore, solving an optimization problem with several objectives and 

generating a set of feasible solutions to be extracted according to the demands is a beneficial 

approach to implement during the initial sizing of large-scale projects. This method enables 

accurate estimation of the cost of the structure and its performance parameters, which, in this 

study, included horizontal displacements, dynamic behavior, and global stability. By addressing 

this problem, the designer gains valuable insights into the bracing system and the combination of 

profile section orientations that yield the most economical and efficient structures concerning 

performance. 

As future works, this study can be extended to taller buildings and consider the 𝑃 − 𝛿 and 

𝑃 − Δ effects in the calculation of solicitations and displacements within the evolutionary process. 

Additionally, considering more load combinations can further optimize the structure and bring it 

closer to the final design. These improvements will enhance the effectiveness of the optimization 

process and provide more accurate results for detailed design. Another potential area for 

development is the exploration of alternative optimization objectives that can balance the use of 

different profiles and weight reduction. Such an investigation can enable the designer to trade-off a 

lighter structure with fewer profiles, achieving savings in other aspects. Moreover, this approach 

could provide valuable information regarding the bracing system, column orientation, and profile 

grouping in an automated manner 
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