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Abstract. In the design of flight control systems there are issues that deserve special consid-
eration and attention such as external perturbations or systems failures. A Simple Adaptive
Controller (SAC) that does not require a-priori knowledge of the faults is proposed in this
paper with the aim of realizing a fault tolerant flight control system capable of leading the
pitch motion of an aircraft. The main condition for obtaining a stable adaptive controller
is the passivity of the plant; however, since real systems generally do not satisfy such re-
quirement, a properly defined Parallel Feedforward Compensator (PFC) is used to let the
augmented system meet the passivity condition. The design approach used in this paper
to synthesize the PFC and to tune the invariant gains of the SAC is the Population De-
cline Swarm Optimization (PDSO). It is a modification of the Particle Swarm Optimization
(PSO) technique that takes into account a decline demographic model to speed up the op-
timization procedure. Tuning and flight mechanics results are presented to show both the
effectiveness of the proposed PDSO and the fault tolerant capability of the proposed scheme
to control the aircraft pitch motion even in presence of elevator failures.

Keywords: simple adaptive control; population decline swarm optimizer; parallel feedforward
compensator; fault tolerant control

1. Introduction

The modern digital electronic control system as fly by wire has become a standard for the
civil aircraft leading to an increase in term of safety and performance. In the last decades
the complexity of such flight control systems has been increasing more and more and, as
a consequence, the requirement for safety, reliability, maintainability, and survivability has
increased as well (Favre (1994), Liu et al. (2018)). It stems the need to design control
systems capable of tolerating potential faults. For such reason, the integrated strategy of
fault-tolerant control system (FTCS) has been widely studied and developed. A FTCS must
have the ability to automatically handle a system fault and be able to maintain overall
system stability and acceptable performance in the event of such failures.
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Generally speaking, FTCS can be classified in two groups: passive (PFTCS) and active
(AFTCS). The PFTCS controllers are fixed and designed to be robust against a class of con-
sidered faults (Eterno et al. (1985)). On the other hand, AFTCS react to system component
failures actively by reconfiguring control actions (Steinberg (2005)), so that the stability and
acceptable performance of the entire system can be maintained. Starting from the accessible
information after system fault, a reconfigurable controller should be designed to maintain
stability, steady state and desired dynamic performance (Zhang and Jiang (2008)). In par-
ticular, in the presence of an actuator, to avoid saturation and to take into account reduced
performance, it may also be necessary to design a reference/command regulator to automat-
ically adjust the command input(Zhang and Jiang (2003)). Some works on FTCS design are
based on the idea of recovering system performance as much as possible with respect to the
unbroken system (Noura et al. (2000), Wise et al. (1999), Zhang and Jiang (2002)). How-
ever, in practice, in the event of an actuator fault, the available capabilities of the actuator
could be significantly reduced. Thus if the design goal is to maintain the original system
performance, this may force the remaining actuators to work beyond the normal duty to
compensate for disadvantages caused by the error. Clearly, this situation has to be avoided
in practice, due to the physical limitations of the actuators. An FTCS designed in this way
can lead to saturation of the actuator or, even worse, cause further damage. Therefore, the
compromise between the achievable performance and the available capacity of the actuator
should be wisely considered.

Regarding the design methods, a detailed classification can be made according to (Zhang
and Jiang (2007), Zhang and Jiang (2008)) by taking into account one of the following four
criteria: (1) mathematical design tools; (2) design approaches; (3) reconfiguration mech-
anisms; and (4) linear or nonlinear systems type. The adaptive control method used in
this work belongs to the first group. An Adaptive Control is based on control laws that
autonomously modify their parameters to adapt to the system variations. Different Adap-
tive Control techniques have been developed to overcome the changes that the system may
undergo during the exercise of its functions. Among these, the Model Reference Adaptive
Control (MRAC) has been extensively investigated (Goodwin and Sin (2014), Ioannou et al.
(1996), Landau et al. (1998), Tao (2003)). The main feature of a MRAC is that it incor-
porates a reference model which represents the desired input-output behavior. The control
objective for the plant output and adaptation law are designed to force the response of the
plant to follow the behavior of the reference model for any given reference input (Gertler
(2013)).

To control high order systems where the order of the controller cannot be close to the
order of the state of the plant, it was necessary to design low-order controllers. These low-
order adaptive controllers were considered to be modest replicas of regular MRACs. However,
recent results seem to show that such low-order adaptive controllers not only do not provide
reduced performance, but on the contrary, they could be the right approach Barkana (2014).
Simple Adaptive Control (SAC), for instance, is a reduced order control method that is
claimed to be ”a stable direct model reference adaptive control methodology”, see (Sobel
et al. (1979),Barkana et al. (1983),Barkana (2014)). As example applications of the SAC
controller the following may be cited: (Barkana and Kaufman (1985)) applied the method
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to control unstable helicopters and missile showing stability and boundedness of errors and
states for minimum phase systems; (Morse and Ossman (1990)) studied a reconfigurable
flight control system for the AFTI/F-16 proving the capability of the control system to
maintain the desired performance of the linearized plant in presence of quadruple failures;
(Barkana and Kaufman (1993)) and (Min et al. (2012)) showed the applicability of SAC and
adaptive backstepping SAC to control large flexible spacecraft structures; (Barkana (2005))
proposed the combination of classical and simple adaptive controller to stabilize first and
then to meet the desired performance of a nonminimum phase autopilot system; (Ulrich and
Lafontaine (2007)) analyzed a simplified SAC algorithm to let a fighter aircraft behave like a
conventional aircraft; (Omori et al. (2013)) investigated numerically and experimentally the
fault tolerant ability of a flight control system based on the combined use of SAC and classical
PID controllers; (Rusnak and Barkana (2014)) presented an add-on SAC based method to
improve the controlling performance of missile autopilot; (Chen et al. (2015)) proposed the
use of SAC in conjunction with a quantum logic approach to obtain a good tracking capability
for a quadrotor helicopter in presence of failures that reduces the effectiveness of propellers;
(Gransden and Mooij (2016)) used the SAC technology to control a rigid satellite equipped
with flexible solar arrays; (Takase et al. (2017)) presented the use of PID-SAC to manage
the pilot pitch control considering the human pilot in the loop; (Matsuki et al. (2018))
extending previous works, investigated the fault tolerant capability of PID-SAC control of
aircraft motion.

More in detail, the SAC is a simplification of MRAC that do not requested neither for full
state feedback nor for online parameters identifications of the controlled plant. The output
of the plant to be controlled should track a reference signal which is generated by a reference
model that represents the ideal behavior that the controlled plant should manifest. Two
main difficulties arise: i) the transfer function of the plant to be controlled should meet at
least the Almost Strictly Positive Realness (ASPR) condition and ii) the invariant weight
coefficients of the SAC scheme should be properly determined (Ulrich and Lafontaine (2007)).
In particular, the first aforementioned point is such that almost none real system meets ASPR
condition. The problem can be tackled by synthesizing a Parallel Feedforward Compensator
(PFC) such that the augmented plant satisfies the ASPR requirements (Barkana (2014)).

In this paper an alternative scheme for tuning both the parallel feedforward compensator
and the SAC parameters is proposed and verified. The approach is based on particle swarm
optimization, (Clerc and Kennedy (2002)), modified in such a way to increase the search
capability of the swarm reducing at the same time the computational effort. This is achieved
by introducing a population decline model (Orlando and Alaimo, 2017) that allows to start
the exploration phase with a large swarm which is reducing moving toward the exploitation
phase. For such reason the obtained approach has been named PDSO - Population Decline
Swarm Optimizer. The adaptive control scheme tuned by the proposed optimization pro-
cedure is last applied to aircraft longitudinal stabilization and control even in presence of
fault.

The Paper is organized as follows: section 2 briefly introduces the adaptive control scheme
and presents the aircraft longitudinal model and the study cases; section 3 describes the
proposed PDSO - Population Decline Swarm Optimizer and the controller tuning rules; the
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controller design results are given in section 4 while section 5 collects validation and case
studies simulation results; last, paper conclusion are summarized in section 6.

2. PFC-SAC longitudinal control system and study cases

Let us assume that the plant is modeled by a controllable and observable SISO linear
system given by

ẋ (t) = Ax (t) + bu (t)

y (t) = cTx (t)
(1)

where x is the n-dimensional real state vector, A is the n× n dynamic matrix, b and c are
the input and output vector (superscript T labels transposition), respectively, while y and u
are the output and input signals. The plant Eq. 1 is requested to follow a stable reference
model that writes as

ẋm (t) = Amxm (t) + bmum (t)

ym (t) = cTmxm (t)
(2)

being xm the n-dimensional reference model state vector, {Am, bm, cm} are the model
reference system matrices and ym and um are the output and bounded input signals of the
reference model.

The idea of Simple Adaptive Control stems from the consideration that, for stability
of adaptive control systems, the plant is required to be stabilizable via a constant gain
feedback. Thus, the adaptive algorithm, which is very similar to the usual MRAC algorithms,
is then augmented with an additional adaptive output feedback term (Barkana (2014)). In
particular, the control input is a linear combination of the model reference state xm, of the
model input um and of the output tracking error e(t) = y(t)− ym(t) and it writes as

u (t) = KT (t) r (t) (3)

where rT = [e, xm, um] is the reference vector while KT = [Ke,Kxm ,Kum] is the adaptive
gain vector that is defined by the following relations

K = KP + KI (4)

KP = eΓr (5)

K̇I + σKI = eΓr (6)

with Γ a diagonal matrix that collects the SAC invariant gains Γe, Γxm and Γum, while the
invariant σ is introduced to guarantee stability with respect to boundedness in presence of
disturbances (Barkana (2017)).

The SAC thus takes into account the tracking error, the model states and the model input
to generate the adaptive control input that leads the plant. Differently from the standard
MRAC, it is not requested to the reference model Eq.2 to reproduce the plant (for instance,
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Fig. 1 PFC augmented system controlled by SAC

the reference model could be just a first order or higher order system), it is only requested to
generate the desired trajectory. It follows that there is no unmodeled dynamics since there
is no need to compare the model and the plant (Barkana (2014)). Moreover, the architecture
of SAC is simpler than that of conventional MRAC since only output feedback is used and
there is no need for the construction of a plant state observer.

It is now worth stating that the main condition requested to obtain a stable adaptive
control, despite of the variation of the adaptive controller gains, is the passivity of the
plant which means that the plant transfer function is Almost Strictly Positive Real (ASPR).
However, almost all real systems are not ASPR and it is thus needed to tackle such issue
to implement the simple adaptive controller. The method proposed by (Barkana (1987)),
that asks for the implementation of a PFC - parallel feedforward compensator to allow the
transfer function of the augmented systems meeting the ASPR condition, is here employed.
Figure 1 shows the PFC augmented system controlled by the SAC while the augmented
system transfer function Ga reads as

Ga(s) = G0(s) +GPFC(s) (7)

being G0 the plant transfer function and GPFC the parallel feedforward compensator transfer
function.

More in detail, a system transfer function G(s) is said to be ASPR if there exist a constant
gain K such that the closed loop transfer function Gcl = G(s)/{1 + KG(s)} is stable and
<{Gcl(jω)} > 0 for −∞ < ω < ∞. This also implies that the phase of the system transfer
function 6 Gcl(s) is not too high at low frequencies and that its absolute value is lower than
90 deg at high frequencies, for more details the interested reader can see the work of Rusnak
and Barkana (2009). In other words, the aforementioned conditions for a SISO system imply
that if the transfer function is minimum phase (all zeros in the left half complex plane), its
relative degree is 1 and the numerator leading coefficient is positive then the system transfer
function meets ASPR requirements.

Moreover, it is to be said here that a potential drawback of applying the parallel feedfor-
ward scheme to render the controlled system ASPR is that the actual control variable is the
output of the augmented system, see Figure 1. It is thus important to design the PFC such
that its influence on the system output is as small as possible, namely ya = y + yPFC ≈ y.
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The last condition on small influence specifies in the existence of frequency ω∗ such that
Ga(jω) ≈ G(jω) for 0 ≤ ω ≤ ω∗.

In order to apply the aforementioned approach to realize a fault tolerant flight control
system, a simplified model of an aircraft longitudinal behavior is considered and advantage
is taken of the population decline swarm optimizer PDSO (Orlando and Alaimo (2017))
for tuning parallel feedforward compensator (PFC) and the invariant gains of the simple
adaptive controller (SAC). The aircraft model used in this work is taken from literature
(Omori et al. (2013); Tokunaga et al. (2015); Nishiyama et al. (2016)) and has already been
used to study a flight control system based on a combination of SAC and PID. Equations are
here reported for the sake of completeness. The aircraft longitudinal dynamic is linearized
about the steady level flight trim conditions given by true airspeed TAS = 66.5m/s and
angle of attack AOA = 4.98 deg at an altitude of 1524m while the thrust is maintained
constant. The plant is modeled as a Single Input Single Output (SISO) system while the
objective of PFC-SAC system is to control the aircraft pitch angle variation with respect to
trim condition, θ, by commanding the elevator angle δe. The transfer function (Omori et al.
(2013)) of the modeled aircraft longitudinal dynamic writes as

G0(s) =
θ

δe
=

4.22s2 + 4.31s+ 0.212

s4 + 3.01s3 + 6.96s2 + 0.232s+ 0.224
(8)

In all the investigated study cases described in what follows, the elevator is commanded
using a smoothed square wave which is modeled as

δc =
2Assw
π

tan−1 [ρssw sin (2πfsswt)] (9)

being Assw and fssw the amplitude and frequency of the smoothed square wave while ρssw
is a parameter that governs the square wave smoothing radius.

More in detail, two study cases are taken into account to design and verify the proposed
control system. The first case study deals with the nominal model Eq. 8 and it is referred
to as Nominal. It is used to tune the invariant parameters of the simple adaptive control
scheme, Γe, Γxm and Γum and to verify the SAC behavior in the fault free condition. On
the other hand, the second study case represents a fault scenario that is considered to test
the fault-tolerant capability of the designed PFC-SAC controller (Omori et al. (2013)). The
second study case takes into account a sudden reduction of elevator effectiveness during flight.
The loss of elevator effectiveness can be due to different causes among which one can cite the
formation of ice on the horizontal stabilizer (Miller and Ribbens (1999)) or actuator failures
(Gai and Wang (2013)), for instance. It is assumed that at the time tef the effectiveness of
the elevator becomes λef times that of the fault free model. In the case that the elevator
effectiveness reduces, the aircraft system transfer function writes as

Gef (s) = λefG0 (10)

where the subscript ef stands for elevator fail and 0 < λef ≤ 1.
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3. PDSO control system design

In order to design the components of the SAC controller scheme, suitable scalar indexes
that quantify the achievement of particular design objectives are introduced. Each index,
one for the PFC design problem and one for the SAC parameters tuning, represents a fit-
ness function to be minimized by the optimization procedure. The alternative Population
Decline Swarm Optimization method proposed to design the PFC and to select the best
invariant parameters of the SAC controller is described in the present section starting from
its foundation that is the PSO scheme (Shi and Eberhart (1998)).

More in detail, the fundamental of the particle swarm optimization technique relies upon
a simplified social model of a swarm of birds that is looking for food. Each individual, a
particle, is at first randomly located in the search space by means of an n−dimensional vector
called position variable. The procedure then solves the problem under consideration for each
particle and evaluate an a− priori chosen objective function looking for its minimum value.
At successive steps, each particle moves in accordance with the swarm toward the current
global best solution and at the same time accelerates toward its own personal previous best
solution. These two movements are referred to as social and cognitive accelerations and
depend on the distance between the current position of the particle and global and personal
best solutions through random weights. The process goes on until the maximum number of
allowed iterations is met or a convergence condition is fulfilled.

It is worth noting that, every time that the parameters to be selected are modified by the
optimization procedure, the dynamic response of the controlled system has to be computed
under the chosen design conditions to compute the value of the fitness function.

This implies that the computational effort increases with the number of particles in the
swarm and thus slowing down the optimization procedure. It is however to evidence that as
the number of particles increases the exploration capability of the swarm enhances as well.
On the contrary, when a small size swarm is employed then the procedure speeds up; the
drawback is that the probability that the swarm locks into a local minimum becomes high.

Another characteristic drawback common to optimization algorithms based on simpli-
fied social behavior or natural evolution models is related to the random initialization of
the swarm in the search space and to the stochastic nature of such optimization schemes:
namely, different swarms find different minimum points when the same optimization problem
is solved. This means that probability to stuck into local minima is always present despite
of the swarm dimension. A method proposed in literature (Marti (2003)) to address such
problem is the so-called Multi-Start technique that foreseen multiple re-initialization of the
swarm during the global minimum searching steps.

The population decline particle swarm optimizer PDSO proposed here has the purpose
to enhance the overall performance of the standard PSO (Shi and Eberhart, 1998) in a
twofold ways: i) to increase the exploration capability by using a large size swarm during
the initialization and the first iteration steps; ii) to speed up the procedure by continuously
reducing the number of particles in the swarm during the exploitation phase.

First the PDSO procedure is presented, then the fitness functions to be minimized looking
for the PFC and SAC tuning, respectively, are described.
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3.1 Population decline swarm optimizer

Let us assume that a swarm of particles is used to search for the global minimum of the
objective function = using the PSO approach (Shi and Eberhart, 1998) and let assume that
the population size at the first iteration step, i.e. at the initialization stage, is Pmax and
that each particle in the present study is represented by a n-dimensional position variables
vector defined as piλ with i = 1, 2, ..., Pλ, being Pλ the swarm size at the iteration step λ. At
first the swarm is randomly initialized and at the successive steps each particle position is
updated as

piλ+1 = piλ + viλ+1 (11)

where λ = 1, 2, ...,Λ is the iteration step and Λ is the maximum number of iterations. In
Eq. 11, viλ+1 is the updated particle velocity which reads as

viλ+1 = χ
[
µλv

i
λ + ccr1

(
pib − piλ

)
+ csr2

(
pgb − p

i
λ

)]
(12)

where cc and cs are accelerations coefficients that are called cognitive and social constants,
respectively. The former is in fact responsible of the particle acceleration toward the previous
personal best position pib while the latter accelerates the particle toward the previous best
position attained by any of the particle of the swarm pgb . In Eq. 12, r1 and r2 are random
numbers in the interval [0, 1] while the term µλ, called inertia weight (Shi and Eberhart,
1998), is used to balance the global and the local search and varies linearly between minimum
and maximum values (generally set in literature to 0.4 and 0.9, respectively) as

µλ = µmax

(
1− λ

Λ

)
+ µmin

λ

Λ
(13)

The only parameter that appears in Eq. 12, which is yet to be defined, is the constriction
factor χ. It aims at preventing the swarm explosion ensuring the convergence and writes as
(Clerc and Kennedy, 2002; Marinaki et al., 2011)

χ =
2∣∣∣2− ϕ−√ϕ2 − 4ϕ

∣∣∣ with ϕ = cc + cs > 4 (14)

Last, a stepwise population decline model is introduced to modify the PSO procedure in
such a way to increase the swarm search capability during initial stages and to constantly
accelerate the searching procedure as iteration goes on. The population decline model writes
as

Pλ =


Pmax λ = 1

dPλ−1ξe if λ
∆ =

⌊
λ
∆

⌋
Pλ−1 otherwise

(15)

where ∆, called time for population decline, is the number of iterations during which the
swarm size is constant, ξ is the percentage reduction of the population while bxc is the integer
part of the variable x and dxe = −b−xc, where the symbolism used has been introduced in
(Iverson, 1998).
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3.2 Fitness Functions

In this work, the aforementioned procedure is applied i) to minimize an objective function
properly defined to look for the design of the parallel feedforward compensator transfer
function GPFC in such a way that the augmented system Eq.7 becomes ASPR and ii) to
minimize a fitness function used for the tuning of the invariant parameters Γ of the SAC
scheme, see Eq. 6.

More in detail, i) the objective function, to be minimized with the aim of constructing the
PFC transfer function GPFC , is a modified norm of the discrepancy between the augmented
ya and actual y systems outputs undergoing a unitary step input excitation, u. The PFC
transfer function is written as

GPFC(s) = κ
1

b1s+ 1
(16)

being κ and b1 the elements of the vector that defines the i− th particle pi = [κ b1]i, while
the objective function writes as

=PFC (p) = φ (p)

√√√√∫
TW

[ya (p, t)− y (t)]2 dt (17)

where φ(p) is a penalty function which equals 1 if Ga meets the ASPR conditions while φ(p)
becomes numerically infinite otherwise. The minimization problem writes as

min =PFC (p)
s.t. pPFC min ≤ p ≤ pPFC max

(18)

being minimum and maximum values of p taken from Omori et al. (2013).
On the other hand, ii) the objective function to be minimized for tuning the SAC invari-

ant parameters, pi = [Γe Γxm Γum]i, writes as

=SAC(p) =

∫
TW

[
αe2(p, t) + βδ2

e(p, t)
]
dt (19)

where α and β are wheight parameters. The objective function Eq. 19 to be minimized
looking for the best invariant controller parameters is thus the weighted sum of the integral
of square (tracking) error and of the integral of the square elevator deflection. The former can
be seen as a measure of the energy error and allows to give more importance to large errors
with respect to small ones; the latter can be seen as a measure of the effort requested to the
elevator to follow the reference signal and it allows to avoid the selection of parameters that
would lead to high elevator deflection. In Eqs. 17 and 19, TW is the time window extent over
which the fitness value is computed. The invariant SAC parameters minimization problem
writes as

min =SAC (p)
s.t. pSAC min ≤ p ≤ pSAC max

(20)

The threshold values for the search of the SAC invariant parameters are set heuristically by
conducting an a priori investigation of the problem.
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Fig. 2 ASPR - PFC fitness function convergence (five representative trends): (a) Pmax = 2,(b)
Pmax = 5,(c) Pmax = 10,

4. PDSO tuning results

4.1 PFC design results

Numerical trial and error tests have been carried out to set the PDSO coefficients for the
problems under consideration. A simulation time window TW = 600 s is used to compute
numerically the fitness function Eq.17. Parameter set for PDSO consists of: cognitive con-
stant cc = 2.05; social constant cs = 2.05; minimum of inertia weight µmin = 0.4; maximum
of the inertia weight µmax = 0.9; maximum number of iterations Λ = 20; time for population
decline ∆ = 3.

The initial population size Pmax is let increase to study the convergence behavior of
the PDSO tuning approach as compared with standard multi-start particle swarm optimizer
(Orlando and Alaimo (2017)). To take into consideration the randomic nature of the PDSO
scheme, a total of 50 optimization have been run for each initial population swarm size. Five
representative trends of the objective function Eq.17 are given in Figure 2 for any considered
swarm size Pmax evidencing that each swarm is randomly initialized and that, as the swarm
size increases, the chosen number of iterations Λ = 20 is enough to ensure the convergence
of the swarms.

PDSO tuning results for the ASPR system are summarized in Table 1 in terms of values
of the fitness function Eq. 17 at last iteration step λ = Λ. The minimum, maximum
and median values of the objective function are shown in Table 1 along with the optimal
parameters (κ, b1) of the PFC function that let the augmented system Eq. 7 becomes ASPR,
i.e. the parameters that give the minimum fitness function value.

Looking at the results related to Pmax = 2, that is clearly an excessive small swarm,
it can be noted that the minimum and median values are equal, meaning that at least 25
optimization procedures out of 50 manage to find the same minimum value of the objective
function Eq. 17. Results for Pmax = 5 and 10 confirm the minimum value of =PFC that
corresponds to (κ, b1) = (0.01, 1); the trend of the maximum value =Max shows the good
convergence behavior of the proposed PDSO tuning scheme that is also evident by comparing
results with the ones obtained by the standard PSO with multi-start scheme (the case with
ξ = 1). Last comment on data collected in Table 1 refers to the speedup ratio defined as the
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Table 1 ASPR - PFC tuning results by PDSO. Λ = 20; ∆ = 3.

Pmax ξ
speed up
ratio

=min =Max =median (κ, b1)

2 0.55 4.947e-01 3.974e+00 4.947e-01 (1.00e-02, 1.00e+00)

5 0.50 0.34 4.947e-01 6.533e-01 4.947e-01 (1.00e-02, 1.00e+00)

10 0.27 4.947e-01 4.947e-01 4.947e-01 (1.00e-02, 1.00e+00)

10 1.00 - 4.947e-01 4.947e-01 4.947e-01 (1.00e-02, 1.00e+00)
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Fig. 3 Bode plot of the original and ASPR plants.

ratio between the computational time requested by PDSO and the one of PSO. It is to note
that, as the number of particle in the swarm increases, such ratio decreases and this means
that the computational effort has been decreased when compared to PSO without affecting
the global search capability.

The Bode plots of the original plant G0 and of the augmented one Ga are graphically
compared in Figure 3 showing that the added PFC transfer function does not modify the
Bode diagram at low frequencies 0 ≤ ω ≤ ω?. This means that G0 and Ga practically
coincide and that PFC is small enough to not affect the plant in the frequency band where
characteristic dynamics, airplane phugoid and short period modes, are present. However,
the augmented plant is now ASPR and thus the Simple Adaptive Control can be applied.

4.2 SAC design results

The smoothed square wave Eq. 9 is passed as input to command the elevator deflection
with the aim of tuning the invariant parameter Γ of the SAC scheme.

The amplitude of the square wave is Assw = 2 deg, the circular frequency is ωssw =
0.1 rad/s while smoothing parameter ρssw is set to 100. The reference model Eq. 2 specifies
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Fig. 4 SAC fitness function convergence: (a) Pmax = 5,(b) Pmax = 10,(c) Pmax = 20,

Table 2 SAC tuning results by PDSO. Λ = 20; ∆ = 5.

Pmax ξ
speed up
ratio

=min =Max =median (Γe, Γxm, Γum)

5 0.80 0.84 4.549e-01 7.434e-01 4.549e-01 (31.6, 0.001, 0.001)

10 0.80 0.75 4.467e-01 4.549e-01 4.549e-01 (25.3, 0.001, 0.269)

20 0.80 0.72 4.467e-01 4.549e-01 4.474e-01 (24.7, 0.001, 0.277)

20 1.00 - 4.467e-01 4.549e-01 4.549e-01 (25.0, 0.001, 0.272)

as {Am, Bm, Cm} = {−1/0.05, 1/0.05, 1.00}. A simulation time window TW = 10 sec is used
to compute the objective function Eq. 19 to be minimized by the PDSO procedure. The
parameters of the PDSO are set by trial and error tests and specify as: cognitive constant
is cc = 2.05; social constant is cs = 2.05; 0.4 and 0.9 are the minimum and maximum values
of the inertia weight µ; the maximum number of iterations Λ is set to 20 while the time for
population decline is ∆ = 5 while the minimum and maximum values of the search domain
are set to 10−3 and 102, respectively, for all SAC parameters. The convergence of the PDSO
design scheme is studied by varying the initial size of swarm as Pmax = {5, 10, 20} and
comparing results with the standard PSO procedure. A total of 50 optimizations have been
run for each initial population size Pmax and the convergence results of 5 representative
fitness function Eq. 19 are graphically shown in Figure 4. From Figure 4 it can also be
noted that the swarms are randomly initialized and converge in about 15 iterations, however
swarms having Pmax = 5 show a tendency to stuck to local minima.

Table 2 collects the tuning results at λ = Λ. It can be seen that the swarm with Pmax = 5
does not find the minimum value of the fitness function if compared with the standard PSO.
On the other hand, both the PDSO swarms with Pmax = {10, 20} are capable of finding
the minimum value of the objective function Eq. 19 that equals =SAC = 0.04467 however
the results in terms of median show that an initial population of at least Pmax = 20 should
be used. In fact, the lowest value of the median ensures that the 20 particles swarm used
with the proposed PDSO approach has good probability of finding the best parameters set
for the SAC scheme employed. In this case the SAC invariant parameters obtained by the
heuristic optimization are Γe = 24.7, Γxm = 0.001 and Γum = 0.277. Last, speedup ratio
results confirm the reduced computational effort of the proposed PDSO with respect to the
standard PSO.
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Fig. 5 Transient response of the nominal plant: fssw = 0.1 rad/s; ρssw = 100; Ke(0) = 0

5. Fault tolerant flight control system results

5.1 Case Study: Nominal plant

The pitch dynamic of the controlled aircraft is studied first. The controller parameters are
the ones set by using the PDSO procedure, namely Γe = 24.7, Γxm = 0.001 and Γum = 0.277.
The reference state space model Eq. 2 that the plant has to follow for Tw = 300 s is
{Am, Bm, Cm} = {−1/0.05, 1/0.05, 1.00}. The smoothed square wave Eq. 9 is used as
input to the reference model. The transient response of the controlled plant is calculated for
the design case fssw = 0.1 rad/s and ρssw = 100. Results are shown in Figure 5 in terms
of pitch time history (a) and elevator deflection response (b); moreover in Figure 5(c) the
time history of the adaptive SAC gains is given. By observing the results in terms of pitch
angle it can be noted that the plant manages to follow the reference model but overshoots
are present. The maximum value of such overshoot is 25% and occurs at about t = 31 s,
but, it is also interesting to note that overshoots reduce as time goes on. This suggests to
assume that the controller is still trying to adapt to reference track after 300 s. By observing
Figure 5(c) one can see that the previous assumption is confirmed by the trend of Ke(t),
that increases during the simulation time and it is not only affected by the reference signal
variation. As last observation regarding the plant response in the design case, it is evidenced
that elevator deflection reaches a maximum value of 31 deg at about t = 31 s and that the
limiting elevator deflection values of {+25 deg, −30 deg} (RUAG (2018)) are often violated.

Looking at Figure 5(c) one can note that zero initial conditions have been assumed to
integrate Eq.6. This assumption is now removed for Ke, the initial value is set to 100 and
the flight mechanics simulation is run, see Figure 6. From pitch angle time history shown
in Figure 6(a) one can conclude that the controlled plant is now able to track perfectly the
reference model and from Figure 6 it is also seen that the adaptive gains are now mainly
influenced by the reference signal. Looking at the result in terms of elevator deflection,
however, it is apparent that both the positive and the negative limit deflection angles are
exceeded and this occurs only when the square wave slope changes. This suggests to modify
the smoothed square wave law by reducing the sharpness of the variation. The parameter
that governs the square wave smoothing radius is set to ρssw = 50 and the flight dynamics
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Fig. 6 Transient response of the nominal plant: fssw = 0.1 rad/s; ρssw = 100; Ke(0) = 100
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Fig. 7 Transient response of the nominal plant: fssw = 0.1 rad/s; ρssw = 50; Ke(0) = 100

simulation is run. Figure 7 shows the obtained results and allow to see that the tracking
capability is maintained while the peaks in the elevator deflection angle reduce dramatically
with a maximum value of 20 deg at about t = 0.1 s.

The last parameters setting will be used to carry out simulation taking into account both
elevator and stability failures.

5.2 Case Study: Elevator fault

The second study case is analyzed in the present section. It is aimed at investigating
numerically the performance of the designed controller in the occurrence of a failure that
reduces the effectiveness of the elevator. In particular three cases are investigated: Case 1,
the fault occurs when the reference signal is maintained constant at the requested maximum
pitch angle; Case 2, the fault occurs during the increasing and decreasing period of the
commanded pitch angle; Case 3 aims at studying the influence of the elevator effectiveness
reduction.

5.2.1 Case 1: fault during maximum pitch angle
The first flight mechanics simulation assumes a 20% reduction of the elevator effective-

ness, namely λe = 0.8, occurring at tef = 142 s. Figure 8 shows the numerical results in
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Fig. 8 Transient response of the controlled plant: elevator fault λ = 0.8 at t = 142 s.
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Fig. 9 Transient response of the controlled plant with saturation: elevator fault λ = 0.8 at t = 142 s.

terms of both pitch angle, compared to the requested reference model track, and elevator
deflection time histories. By analyzing the aircraft pitch angle variation one can note that
the plant is able to follow the reference signal even after the occurrence of the fault. The
failure is revealed by the transient response of the plant, observable at t = tef , that is char-
acterized by a percentage overshoot PO = 21%, corresponding to a maximum shift from
the reference of about 0.42 deg and a settling time Ts = 3.1 s. On the other hand, looking
at the elevator deflection result, it is easily seen that limiting deflection values are overcome
revealing that the linear model does not allow to accurately simulate the aircraft behavior in
the analyzed fault condition. The limits on the elevator are thus modeled by introducing a
function that saturates the elevator deflection at δlimit = {−30 deg, 25 deg}. This will allow
to investigate the capability of the SAC, designed for the linearized plant, of controlling the
plant in presence of nonlinearities.

Figure 9 shows simulation results obtained by modeling the saturation of the elevator
deflection. Observing Figure 9(a) it appears that plant controlled by the SAC is able to
follow the reference. Even in this case, at the instant of the failure, the pitch angle varies
showing the same percentage overshoot, PO = 21%, of the previous case that did not take
into account the elevator deflection saturation. The settling time of such transient behavior
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Fig. 10 Time history of the SAC error gain Ke of the nominal and fault plant.

is increased of 2 tenths of seconds with respect to the previous case. Thus it can be concluded
that the presence of the saturation on the elevator deflection does not affect substantially
the pitch dynamics of the controlled aircraft system. Looking at Figure 9(b) it stems that
the elevator deflection amplitude is reduced and, in particular, it saturates to the upper
limit of 25 deg for about 6 tenths of seconds. After the failure instant, the SAC modifies its
parameter Ke, see Figure 10, in such a way to cope with the elevator effectiveness reduction
recovering the capability of tracking the reference signal.

5.2.2 Case 2: failure during increasing/decreasing pitch angle
Let us now investigate the response of the controlled plant when the elevator fault occurs

during the ascending or descending segments of the reference signal. More in detail, it is
taken into account a failure that takes place at te = 125.7 s or at te = 157.1 s; results are
plotted in Figures 11. It is evident that in both cases the aircraft controlled by SAC behaves
as the reference model and that the elevator deflection never reaches the saturation limits.
In Figure 12 the trends of the adaptive error gain Ke is plotted in comparison with the
undamaged case results. The existence of the failure is visible from the shifts of Ke from the
nominal plant result (dashed line) that take place at t = 125.7 s, for the solid line, and at
t = 157.1 s, for the dot-dashed line.

From the analyzed results, it can be concluded that the worst moment for the onset of a
failure that reduces the elevator effectiveness is in those intervals of time during which the
SAC error gain keeps constant.

5.2.3 Case 3: influence of elevator effectiveness
As last study, the influence of the parameter λe, that represents the severity of the

failure, is investigated. It is assumed that the fault occurs at te = 142 and that the elevator
effectiveness varies from λe = 1, when the plant is undamaged, to λe = 0.1, that represents a
very serious event. Results are given in terms percentage overshoot PO and settling time Ts
at the onset of the fault and are collected in Table 3. To analyze the controller capability of
leading the damaged plant toward the reference signal after the failure, the integral square
error ISE of the pitch angle is computed in the time interval t ∈ [157.1; 282.2] , that coincides
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Fig. 11 Transient response of the controlled plant with saturation: (a) and (b) elevator fault λ = 0.8
at t = 125.7 s; (c) and (d) elevator fault λ = 0.8 at t = 157.1 s.

 

Fig. 12 Time history of the SAC error gain Ke of the nominal and fault plants.

with two period of the command signal. This quantity is also reported in Table 3. Observing
such results it can be noted that as the failure severity increases the percentage overshoot
increases almost linearly. The same stands for the settling time until λe = 0.5, infact as
the damage severity becomes greater than the 50% the settling time increases more rapidly
and then it keeps constant at about 4 s. It is to notice, however, that when the damage
level exceeds the 70% the transient response changes as shown in Figure 13. Last, the
integral square error increases linearly till λE = 0.7 and then its trend becomes nonlinear,
as expected, for failure entity greater than 30%. From Figure 13 it also emerges that the
proposed adaptive controller tuned by the PDSO is capable of adapting well even in presence
of a 60% elevator effectiveness reduction. In fact, after the failure instant, the proposed SAC
leads the plant to track the reference signal. On the other hand, as λE becomes 0.3 or lower,
the capability of the controlled plant to follow the model reference deteriorates progressively.

6. Conclusions

An adaptive flight control system capable of leading the aircraft pitch response even in
presence of elevator failures has been presented in this work. The adaptive scheme is based on
the Simple Adaptive Control approach and implements a Parallel Feedforward Compensator
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Table 3 Influence of λe on the controlled plant response.

λe 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1

PO 0.00 10.37 20.50 30.12 40.25 50.37 60.00 70.12 80.25 89.36
TS 0.00 1.77 1.90 2.05 2.41 2.68 3.01 3.49 3.99 3.98
ISE 0.02 0.03 0.04 0.05 0.07 0.11 0.17 0.30 0.67 2.55
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Fig. 13 Pitch transient results as function of elevator effectivenss.

to render the augmented system almost strictly passive. An alternative scheme based on
a particle swarm optimization modification, called Population Decline Swarm Optimizer -
PDSO, has been employed to design the PFC and to select the invariant gains of the SAC.
The proposed PDSO has shown a global searching capability comparable with the standard
PSO with less computational time effort. Numerical flight mechanics simulations have been
carried out to study the effects of the command to the reference model on the undamaged
aircraft transient response taking also into account physics limitation of the system. Results
obtained by taking into account different type of elevator faults have shown the control
systems ability to adapt automatically in such a way to let the damaged plant track the
reference model. In particular, it has been found that the worst moment for the occurrence
of the elevator effectiveness failure is during those periods characterized by a constancy of
the adaptive gains. However, also in the aforementioned case, the proposed SAC controller
tuned by the PDSO optimizer is able to tackle the elevator effectiveness failure. What has
been said stands valid even when the elevator rotation limits are taken into account and
when the elevator effectiveness reduces of about 60% with respect to the undamaged case.
The variation of the adaptive gains have been studied too, putting into evidence that the
gain associated to the tracking error plays a prominent role with respect to the control and
state feedforward gains. Moreover, it has been found that the time response of the simple
adaptive controller can be improved by a proper selection of the initial value of the tracking
error related adaptive gain.
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