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Abstract.  Monitoring surface cracks is important to ensure the health of concrete structures. However, 
traditional visual inspection to monitor the concrete cracks has disadvantages such as subjective inspection 
nature, associated time and cost, and possible danger to inspectors. To alter the visual inspection, a complete 
procedure for automated crack assessment based on adaptive digital image processing has been proposed in 
this study. Crack objects are extracted from the images using the subtraction with median filter and the local 
binarization using the Niblack’s method. To adaptively determine the optimal window sizes for the median 
filter and the Niblack’s method without distortion of crack object, an optimal filter size index (OFSI) is 
proposed. From the extracted crack objects using the optimal size of window, the crack objects are 
decomposed to the crack skeletons and edges, and the crack width is calculated using 4-connected normal 
line according to the orientation of the local skeleton line. For an image, a crack width nephogram is 
obtained to have an intuitive view of the crack distribution. The proposed procedure is verified from a test on 
a concrete reaction wall with various types of cracks. From the crack images with different crack widths and 
patterns, the widths of cracks in the order of submillimeters are calculated with high accuracy. 
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1. Introduction 
 

Crack is one of the important features that need to be assessed in the monitoring of concrete 

structures. The observable cracks on the structure surface are caused by various factors: shrinkage, 

creep, corrosion of reinforcements, and the excessive loading by natural events (e.g., earthquakes, 

typhoons, floods, etc.). The detailed assessment of the cracks helps to identify the current 

conditions of the concrete structures. Currently, the visual inspection is carried out by structural 

specialists for the assessment of aged and possibly damaged structures. The specialists evaluate the 

structural integrity by looking at and manually measuring visual damage (e.g., cracks) on critical 

structural members.  
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Although the specialists are supposed to be well-trained for evaluating the safety of highly 

engineered environments (Prieto and Brinckerhoff 2002), the visual inspection technique has some 

disadvantages: subjective inspection nature, associated time and cost, and possible danger to the 

inspectors. Many have been studied to assess cracks using vibrations (Lu and Liu 2012, Xiang et 

al. 2012), smart materials (Kim et al. 2012), or NDT techniques (Shokri and Nanni 2014), which 

makes the inspection objective and accurate. However, the increasing usage of jumboized concrete 

structures and the acceleration of structural obsolescence demand alternative techniques to assess 

the cracks in the automated manner. Especially, the automacy is very demanding when natural 

hazards take place and a number of structures in a large region need to be evaluated as soon as 

possible. For example, it has been reported that the whole building safety evaluation in a city area 

took several weeks despite of the sufficient labor supplement (Johnson 2004, Chock 2007), and the 

automated technique is expected to reduce the inspection time, and the downtime of suspected 

buildings subsequently.  

The digital image processing (DIP) has been actively studied as an alternative to the visual 

inspection, coupled with the fast development of digital imaging devices – cameras and 

camcorders. The DIP resembles the ocular nature of the visual inspection, and thus it has advanced 

by mimicking the cognitive principles of human vision (Chanda and Majumder 2004). Contrast to 

the human eyes with selective attention (Duncan 1984), the DIP can extract the information from 

the whole captured imaging area. The DIP can also be integrated into a robotic system, such as 

robots and quadcopters, to enable unmanned achievement of given tasks. For example, unmanned 

aerial vehicles are actively researched along with the implementation of the DIP (Rathinam et al. 

2008, Torok et al. 2013). The unmanned system is expected to enable more frequent, safe, and 

objective inspection in a shorter time.  

When assessing cracks using the DIP, the keys to the success are the enhancement of crack 

images with eliminating noises. Numerous preprocessing algorithms as well as their combinations 

have been introduced to unlock the keys; they are linear and non-linear spatial filters, 

frequency-domain filter, wavelet filter, morphological processing, and pattern recognition 

(Jahanshahi et al. 2009, Ehrig et al. 2011). Tanaka and Uematsu (1998) have used 

morphology-based techniques for detecting cracks of the pavement on concrete bridges. 

Abdel-Qader et al. (2003) have compared a wavelet method (fast Haar transform, FHT), a 

frequency-domain method (fast Fourier transform, FFT), and edge detection methods (Sobel and 

Canny edge detection methods) for the preprocessing of images to accurately assess cracks, and 

have resulted that edge detection methods are better in practice after the noises are properly 

eliminated. Yamaguchi and Hashimoto (2010) have proposed an image-based percolation model 

which could track continued cracks based on the connectivity of brightness and the shape of the 

percolated regions. Various DIP algorithms with its applications to alter the visual inspection can 

also be referred to Jahanshahi et al. (2009).  

In particular, aiming at removing some complex background of the crack images, background 

subtraction techniques are adopted, including the subtraction with morphological opening, mean 

filter, Gaussian average, etc. Lee et al. (2013) have shown that the subtraction technique with 

morphological opening operation, sometimes called the Top-hat transform, is efficient to remove 

non-uniform backgrounds, such as smudges and shades, on the images of concrete. Fujita and 

Hamamoto (2011) have proposed a crack assessment method by two processing steps: subtraction 

with median filter to remove slight backgrounds and the Hessian line filter to emphasize cracks 

against blebs or stains.  

Though aforementioned literatures have shown their effectiveness in finding the crack 
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information, they generally considered the cases when the images are in high resolution and cracks 

occupy many pixels in the images, or never mentioned about the image qualities. The 

preprocessing removes the noises as well as distorts the original objects, especially their 

boundaries, in the image. If the images are in low resolution (i.e., cracks occupy a few pixels), the 

preprocessing causing changes on the boundary pixels results in inaccurate assessment of cracks. 

This is very significant when using images taken distantly or videos that generally has lower 

resolution than still images. It is also applied when the crack is very narrow (in the order of a 

tenths mm) occupying a few pixels. Therefore, stable and accurate digital image processing 

methods, or validation procedures are urgently needed for accurate crack assessment.  

In this study, an automated approach for assessment of crack on large civil structures is 

proposed employing the adaptive DIP techniques. The used DIP techniques are the subtraction 

with median filter, Niblack’s binarization method (Niblack 1985), and the crack decomposition 

and associated width estimated approach. The subtraction with median filter is a nonlinear filter to 

remove the shades and smudge noise, and Niblack’s binarization which is well-known with its 

performance on identifying line-shape objects (Trier and Jain 1995) is for both removing 

salt-and-pepper type noise and enhancing the crack shapes. To minimize the distortion with 

retained performance in noise removal, an optimal filter size index (OFSI) has been proposed to 

determine optimal filter size in the automated manner. A crack decomposition, and edge-based 

method is adopted to accurately assess the continuous cracks from the binary images. To validate 

the performance of the proposed approach, a validation test on a concrete reaction wall with 

different patterns of surface cracks is carried out. The distance between the camera lens and the 

wall is measured using a commercial laser distance meter, and the crack widths assessed using the 

proposed DIP approach are compared with those measured using a crack width gauge.  

Note that all the images used in this paper are calibrated for the possible distortion of images by 

the used camera and lenses. To understand the image distortion, refer to the Camera Calibration 

Toolbox website (Bouguet 2013). 

 

 

2. Adaptive digital image processing technique 

 
In brief, the targets of techniques to pre-process crack images include two aspects: eliminate 

noises and enhance cracks. In this section, a two-step adaptive digital image processing technique 

is proposed including the subtraction with the median filter and Niblack’s binarization method. 

Binary images with less noises and clearer crack objects are obtained from the proposed two-step 

approach.  

 

2.1 Subtraction using median filter for gray-scale crack images  

 
The median filter (Huang 1981) is an image blurring methods often employed for removing 

impulse noise, such as "salt (white) and pepper (black)" noise (Wang et al. 2010). The 

performance of median filter depends heavily on the chosen of filter window. Filter window refers 

to the pattern of neighbors where the filter runs each time. Two parameters should be set for the 

filter window: shape and size. The filter window for this paper is square, which is frequently the 

case. Therefore, the size of filter window becomes a significant parameter to have influence on the 

effect of the median filter. The window size will be described using the number of pixels in a size 

of the square window (i.e., 5-pixel window for the window sized 5 5 pixels).  
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Subsequently, the filtered image is subtracted from the original image. For a gray-scale image, 

the subtracted image can be expressed  

  (1) 

where  and  denote the original and subtracted images, respectively;  and  denote 

the vertical and horizontal pixel coordinates of the image, respectively; and the subscript  

denotes the pixel size of the window for the median filter. The influence of subtraction includes: (i) 

the elimination of noise; (ii) the enhancement of the crack objects; (iii) possible changes in the 

crack boundary and the calculated crack width. Note that most reported research ignores this 

distortion to the crack width. This problem will be discussed in detail subsequently.  

Blurring the image using the median filter does not change substantially the uniform 

distribution background noise in the image, such as large shadings; however, the crack will be 

significantly blurred. As a result, after the subtraction given in Eq. (1), distinct objects with sharp 

edges (e.g., cracks) will remain. Fig. 1 shows an example of such processing. Figs. 1(a) and 1(b) 

are the original image and the filtered image using median filter, respectively. Fig. 1(c) shows that 

using a larger window in a median filter will result in more averaging of the original image. Fig. 

1(d) is the result of subtraction, which provides a uniform background with the crack clearly being 

shown, although some noise still remains. 

When performing the subtraction, different window sizes for the median filter will result in 

varying effects. For example, smaller window size leads to more preservation of image details, 

while larger window size to more blurring and averaging. As a result, after the process of 

subtraction, images using smaller median filter window will have more offset of the image details.  

Fig. 2 illustrates a removal of variations in the background (e.g., shadings) using the subtraction 

with varying window size. The intensities of the original image at the top of Fig. 2, the filtered 

image, and the subtracted image are plotted for small, optimal, and large window sizes. The 

subtraction using small window size results in heavy offset of the crack object (peak area of bold 

line), since the filtered image has intensity similar to the original image. When the window gets 

lager beyond the optimal size, crack width in the subtracted image trends to be normal while noise 

trends to grow. This phenomenon appears because the median filter averages the gray level too 

much and the subtracted image is similar to the original image. Therefore, improper window size 

may lead to the change of crack width or noisy result while optimal window size could obtain 

accurate crack width and less noise. 

 

    
(a) Original image (b) Median filtered image 

using a 5-pixel 

window 

(c) Median filtered image 

using a 10-pixel 

window 

(d) Subtraction of (a) 

and (b) 

Fig. 1 Examples of subtraction and the effect of median filter using different window sizes 
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Fig. 2 Removal of variations in the background with varying window 

 

 

 

 

2.2 Binarization of gray-scale images  

 
Binarization is to convert a gray-scale image into a black and white image, which is a 

significant step in DIP. It aims to bisect the whole image to the crack image and the background 

image. In the binarization, the pixel is converted to black, representing crack object, if the intensity 

of a pixel in gray-scale is below a given threshold. Because the selection of threshold controls the 

performance of binarization, various algorithms have been proposed to find the optimal threshold.  

Classified by how to determine the threshold, binarization algorithms could be divided into (i) 

global methods with a threshold for the whole image and (ii) local methods with different 

threshold for each pixel. Otsu’s method (Otsu 1975) and Niblack’s method (Niblack 1985) are the 

most effective methods in global and local method, respectively (Trier and Jain 1995). The Otsu’s 

method has been cited as one of the most effective global techniques (Trier and Jain 1995), but it 

has low sensitivity on identifying objects with smaller proportion than the background (Zhang and 

Hu 2008). For Niblack’s method, as mentioned in section 1, it works well in identifying line-shape 

objects. Therefore in this paper, Niblack’s method is employed to identify cracks.  

The main idea of Niblack’s method is to obtain the threshold of every pixel from the mean and 

standard deviation of the intensities in a selected window around the pixel. The threshold is 

calculated as 

      (2) 
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where  and  are the mean and standard deviation of the intensities in the Niblack’s window, 

and k is a correction factor varying from -0.1 to -0.2 (Kefali et al. 2010). Usually in a gray image 

such as 8-bit, white pixels are represented using “255” and black pixels are presented using “0”. In 

binary images, white pixels are “1” and black pixels are “0”. When k closes to -0.2, noises are 

mostly eliminated but cracks may be distorted a little; when k closes to -0.1, cracks may be 

unchanged but noises remain a lot (Khurshid et al. 2009). Usually k is selected -0.2 as a fixed 

parameter, as well as in this paper. Fig. 3 shows the situation of different k for a given image. The 

threshold is a little bit lower when k = -0.2 than k = -0.1, so less black object or noise left when k = 

-0.2. 

Similar to the median filter, the shape and size of the window must be set first in the Niblack’s 

method. For the Niblack’s method, the window has a square shape, same as the median filter. 

Appropriate window should cover a local image region which contains enough information 

including both the target objects and the background (Peng and Hsu 2009). On the other hand, the 

window size shouldn’t be too large for it may cause the loss of local image details. Note that 

Niblack’s method with different window size will have different results of calculated crack width, 

for window sizes determine the gray scale standard deviations of the local area. For example, when 

the window size is too small, though more uncorrelated noises could be eliminated, the crack 

width of the result trends to be smaller than normal. Figs. 4 and 5 show the example of different 

window size for a given crack image. The image in Fig. 4(a) has a T-shape crack and the 

intersection of cracks has a complex shapes. Fig. 4(b) is the zoomed-in image with a 5-pixel 

window marked with a square. In the window, both the crack and background are not contained, 

and thus the crack information within the window will be lost. If an appropriate window is used as 

Fig. 4(c), then the crack information can be assessed properly. Fig. 5 is the binarized images using 

the windows shown in Figs. 4(b) and 4(c). Compared with Fig. 4(a), the crack width in Fig. 5(a) is 

estimated smaller, and some parts of cracks, including the intersection, are discontinuous. The Fig. 

5(b) estimates cracks better in aspects of the width and the continuity. Due to some experiences 

(Tabatabaei and Bohlool 2010), the window size of Niblack’s method should be set about 2~3 

times wider than width of most appearing cracks on the crack image to get accurate binarization 

result. However, crack width is unknown before width calculation, and thus the window size of the 

Niblack’s method is set to be equal to that of the median filter that will be addressed by the 

adaptive approach, which will be discussed in the subsequent section. 

 

 

Fig. 3 Example image (top) and thresholds by Niblack’s method with different k (bottom) 
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(a) Example Image (b) Zoomed-in image with a 

5-pixel window 

(c) Zoom-in image with a 

20-pixel window 

Fig. 4 Example of appropriate window size for Niblack’s method 

 

 

  

(a) Using a 5-pixel window (b) Using a 20-pixel windows 

Fig. 5 Binarized images by Niblack’s method 

 

 

2.3 Optimal filter size index 

 
As mentioned in section 2.1, the width of crack in the subtracted image may slightly change 

from their original value due to the different effects of offset. Here Fig. 6 is given to show the 

change. Fig. 6(a) is the original gray-scale image. Figs. 6(b) and 6(c) are the binary images by 

using the Niblack’s method and the Otsu’s method without any subtraction, respectively, that will 

show the effect of the subtraction. Effects of blurring and averaging when using median filter of 

different window sizes are shown in Figs. 6(d), 6(g), and 6(j), and corresponding results using 

subtraction are shown in Figs. 6(e), 6(h) and 6(k). In Fig. 6(e), when the window size is small, 

most of crack details are offset by subtraction. Figs. 6(f), 6(h), and 6(k) are the binarized images 

by the Niblack’s method using the same window size and shape of the median filter. As a result, 

calculated crack width became smaller than accurate value for crack boundaries have been 

seriously offset.  

Using Niblack to convert grayscale to binary
[ Correction factor for threshold: -0.2 ;Area size: 5 pixels ]

Using Niblack to convert grayscale to binary
[ Correction factor for threshold: -0.2 ;Area size: 20 pixels ]
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(a) Original Image in gray scale (b) Binarization of (a) using 

Niblack’s method with a 

15-pixel window 

(c) Binarization of (a) using 

Otsu’s method 

   
(d) Using median filter of a 

6-pixel window 
(e) Subtraction of (a) and (d) (f) Binarization of (d) using 

Niblack’s method with a 

6-pixel window 

   
(g) Using median filter of a 

12-pixel window 
(h) Subtraction of (a) and (g) (i) Binarization of (g) using 

Niblack’s method with a 

12-pixel window 

   
(j) Using median filter of a 

18-pixel window 
(k) Subtraction of (a) and (j) (l) Binarization of (j) using 

Niblack’s method with a 

18-pixel window 

Fig. 6 Example of subtraction and binarization using varying sizes of windows 

 

Using Niblack for Original Image
[ Correction factor for threshold: -0.2 ;Area size: 15 pixels ]Using Otsu method for Original Image

Median Filter of [4] pixels Subtraction using Median Filter of [4] pixels
Using Niblack to convert grayscale to binary

[ Correction factor for threshold: -0.2 ;Area size: 6 pixels ]

Median Filter of [8] pixels Subtraction using Median Filter of [8] pixels
Using Niblack to convert grayscale to binary

[ Correction factor for threshold: -0.2 ;Area size: 12 pixels ]

Median Filter of [12] pixels Subtraction using Median Filter of [12] pixels
Using Niblack to convert grayscale to binary

[ Correction factor for threshold: -0.2 ;Area size: 18 pixels ]
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When the same size of window is used for the median filter and the Niblack’s method, the 

crack width is assessed more accurately as the window size gets larger: (i) the results of median 

filter (see Figs. 6(d), 6(g), and 6(j)) trend to be more and more fuzzy but the shadings and large 

area spots still exist; (ii) the results of subtraction (see Figs. 6(e), 6(h), and 6(k)) trend to be more 

and more clear; and (iii) cracks in binarization images (see Figs. 6(f), 6(i), and 6(l)) trend to be 

more and more normal, and noises reduce to a low level. In brief, the crack width trends to be 

accurate and stable after the initial stage, and the noises reduce firstly and may probably increase a 

little after the stable stage. Therefore, the optimum window size which produces clear image and 

accurate crack width appears at the beginning of stable stage.  

An optimal filter size index (OFSI) is proposed to quantify the noise level and represent the 

possible change of crack width resulted by improper window size of median filter and binarization. 

For an image  whose width and height are  and  in pixels (in the image coordinate): 

define N(i) the total pixel number of cracks as well as some noises after the subtraction and the 

binarization using window size of ; and define the OFSI  the normalized difference of 

 and  as 

  (3) 

where  is the increment of the window size. With incremental window sizes: (i) when two 

neighboring processed images vary a lot,  will get a relative high value; (ii) when the two 

neighboring processed images appear to be similar,  will get a relative low value; and (iii) 

 will become stable after the stable stage begins. If  is large and unstable, it infers 

that the window size hasn’t reach the optimal value. Note that  can be larger than 1 to reduce 

the computational time. Two illustrative examples for  are given in the following part of 

this section for the images with a single crack and multiple cracks.  

 

Illustrative example (a): Image with a single crack 

 

Crack width at the rectangular area of Fig. 6(a) is calculated under different window size of the 

median filter and the binarization. The real crack width is obtained from visual investigation with 

zooming in the rectangular area. The calculated crack widths according to the incremental window 

sizes are plotted in Fig. 7. Given with the real crack width 5 pixels, the calculated crack width 

increases as the window size gets larger, and it becomes stable at 5 pixels after the window size 

reaches 18 pixels. The result fits the display and comparison in Fig. 6 very well. 

The OFSI  is also calculated as plotted in Fig. 8. The OFSI degrades from the 

maximum value and converges to be stable after the window size reaches 18 pixels. This 

phenomenon infers that with the incremental window sizes: (i) the identified crack width increases 

to accurate value and stay the same; (ii) noise reduce to low level stage. If the window size 

exceeds the optimal size, noise on the subtracted image may increase. Consequently, the accurate 

crack width with minimal noise level can be assessed by observing the curve of OFSI and taking 

the window size at the beginning of the stable stage. Therefore, the optimal window size is 18 

pixels, which is identical to the result from Fig. 7. 
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Fig. 7 Calculated crack width compared with real one 

 

 

 

Fig. 8 OFSI plot of image with a single crack 

 

 

Illustrative example (b): Image with multiple cracks 

 

For images containing more than one crack or varying-width cracks, the proposed method is 

still effective, because the window size will be governed by the widest crack. Fig. 9 shows an 

example image that contains two cracks of different widths, whose real values are obtained from 

visual investigation with zooming in the rectangular areas. Fig. 10 is the calculated crack widths 

according to the incremental window sizes. The vertical crack is the first to be stable at around 12 

pixels, and then the horizontal crack becomes stable at around 32 pixels.  

The OFSI plotted in Fig. 11 shows two main peaks, which reveals the offsetting effect of crack 

pixels when doing subtraction with smaller window size than the optimum. The first peak at 6 

pixels flattens out from 12 pixels, since the vertical crack becomes clear while the horizontal crack 

pixels are under the offsetting effect by the subtraction. Then the second peak at 24 pixels is 
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appeared as the horizontal crack becomes more and more normal, and the peak flattens out from 

32 pixels and the OFSI becomes stable. Therefore, the optimal window size equals to 32 pixels 

with the governance of the widest crack in the window size.  

 

 

Fig. 9 Image with two cracks of different widths 

 

 

Fig. 10 Calculated crack widths compared with real ones 

 

 

Fig. 11 OFSI plot of image with two cracks of different widths 
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Fig. 12 Flow diagram of subtraction and binarization 

 

 

Both of the two illustrative examples show that, the stable stage of the OFSI starts 

approximately when the window size is about 3 times of the widest crack width. This result is 

encouraging because binarization using Niblack’s method requires the window size 2~3 times 

larger than crack width (see section 2.2). Therefore, the shared window size for both of the median 

filter and the binarization (i.e., Niblack’s method) is proven to be appropriate. 

In summary of this section, the process of the proposed approach combining subtraction and 

binarization using incremental window sizes is given in Fig. 12. In the process, whether DN(i) is 

stable or not could be judged using an empirical threshold which is given in section 4.2 later. 

 

 

3. Algorithm for crack width calculation 

 
In this section, a crack width calculation approach for complex crack patterns is proposed. 

Several researchers have reported similar methods for the crack width estimation (Lee et al. 2013, 

Nishikawa et al. 2012). The main difference of the proposed method from the previous researches 

is the way to search the intersection pixels, which will be introduced in detail in section 3.3. The 

proposed approach contains four main parts: (i) crack decomposition, (ii) edge detection for crack 

segments, (iii) calculation of crack widths in pixels, and (iv) calculation of real crack widths. 

 

3.1 Crack decomposition  

 
The first step of the proposed approach is to decompose the complex tree-shape or net-shape 

cracks into individual crack segments. To the end, a morphological operation on the binary images 

is performed to thin the crack objects into minimally connected lines, namely the crack skeletons 

(Lam et al. 1992). Here the term “skeleton” has been generally used to represent a pattern of a 

Concrete crack images

Subtraction with median filter

using i pixels window
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collection of thin arcs and curves. After obtaining the skeletons, very small spurs containing a few 

pixels on the skeletons which are resulted by the morphological operations are removed out. Figs. 

13(a) and 13(b) show an example of a crack image and its skeletons, respectively. Then, the pixels 

of each skeleton are labelled by a unique number (from 1 to the number of total individual 

skeletons) as shown in Fig. 13(c), which is obtained from the dashed box of Fig. 13(b). Then, the 

crack graph (i.e., labelled skeleton) is decomposed into crack segments divided by the joints, 

which are the intersection points of three or more crack skeleton lines, as shown in Fig. 13(d).  

 

3.2 Edge detection for crack segments 

 
Edge detection algorithm is a classic image pattern recognition problem which has been widely 

developed for different purposes (Ziou and Tabbone 1998). In this paper, Canny edge detector 

(Canny 1986, Abdel-Qader et al. 2003) is adopted to detect the edge of cracks of the original 

image. After detecting the edges from the original image, the edges which do not correspond to the 

crack skeletons obtained in the previous step are considered as the small blob-shape edges, which 

are subsequently removed out. 

In the 2D image whose pixels are aligned in a rectangular grid, the pixel connectivity can be 

defined in two ways: 4-connectivity and 8-connectivity. The 4-connected pixels share one of their 

edges with every neighboring pixel, while the 8-connected pixels share one of their edges or 

corners as shown in Fig. 14. The skeleton and the edges are obtained as 8-connected lines with unit 

pixel width. 

 

  
(a) Original crack image (b) Crack skeleton 

  
(c) Crack graph of dashed box in (b) (d) Crack segments divided by joint point (marked 

with 〇) 

Fig. 13 Example of crack decomposition 

 

731



 

 

 

 

 

 

Yufei Liu, Soojin Cho, Billie F. Spencer, Jr. and Jiansheng Fan 

 

 

Fig. 14 4-connectivity (left) and 8-connectivity (right) in 2D image 

 

 

3.3 Calculation of crack widths in pixels 

 
Crack widths are calculated using the both of the crack segments and the corresponding edges 

obtained in the previous two steps. For a skeleton pixel where the width should be calculated, the 

crack width is calculated by following steps: (i) Find the two neighboring pixels in the skeleton; (ii) 

calculate the orientation of the pixel using two neighboring pixels in the skeleton, (iii) draw a 

normal line of the pixel according to the calculated orientation, (iv) find the intersection pixels 

with the both edges; and (v) calculate the pixel distance between two intersection pixels.  

A search algorithm for the intersection pixels is proposed based on the understanding of the 

pixel connectivity. For a skeleton pixel, the orientation can be calculated by drawing a line 

connecting two neighboring pixels on the skeleton line, assuming the line approximately 

represents the tangent of the local skeleton line at the skeleton pixel. Then the possible orientations 

are 0°, 26.6°, 45°, 63.4°, 90°, 116.6°, 135°, and 153.4° as exampled in Fig. 15.  

Subsequently, the intersection pixels could be obtained by drawing the normal line under such 

orientations until meeting the edges. Note that because the edges are 8-connectivity, the 

intersection of normal line and edge line may miss hitting the pixel points of edge line, if the 

8-connected normal line is drawn as shown in Fig. 17(a). To address this problem, the 4-connected 

normal line is proposed as shown in Fig. 17(b). The 4-connected normal line guarantees to find 

two intersections on the edge lines. Examples of 4-connected normal lines when the skeleton has 

26.6°, 63.4º, and 90ºorientations are presented in in Fig. 17. 

 

 

 

Fig. 15 Examples of eight orientations of local skeleton line 
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An example of finding the intersection pixels of skeleton’s normal line and edge lines is given 

in Fig. 18, where the pixels on the skeleton line to draw the normal lines are selected every five 

pixels. In the proposed approach, the normal line could be drawn from every pixel on the skeleton 

line, or some longer intervals if concerning about the computational time.  

 

 

  

(a) 8-connected normal line (b) 4-connected normal line 

Fig. 16 Normal line of skeleton pixel 

 

 

 

 

(a) 26.6° orientation (a) 63.4° orientation (a) 90.0° orientation 

Fig. 17 4-connected normal lines for example orientations 

 

 

Fig. 18 Example of finding the intersection pixels 

Edge Skeleton Edge

Intersection 
pixel

Missing pixel

Normal Line

Edge Skeleton Edge

Intersection 
pixel

Intersection 
pixel

Normal Line

26.6° 63.4°

90.0°

733



 

 

 

 

 

 

Yufei Liu, Soojin Cho, Billie F. Spencer, Jr. and Jiansheng Fan 

3.4 Calculation of real crack widths 

 

With the crack widths in pixels known, the real crack width  can be calculated using the 

camera pin-hole model shown in Fig. 19 as 

  (4) 

where  is the crack width in pixels obtained in the section 3.3;  is the ppcm (pixel per 

centimeter) of the used camera sensor (e.g., CMOS and CCD);  is the working distance (i.e., 

the distance between concrete surface and camera sensor) in mm; and  is the focal length of 

the camera in mm;  is the resolution of the imaging system that describes that under such 

pinhole model, how long distance could be represented by one pixel on the image. Note that the 

primary optical axis of the camera should be vertical to the concrete surface.  
 

 

 

Fig. 19 Camera pinhole model 

 

 

Fig. 20 Flow diagram of proposed crack width calculation method 
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The flow diagram for the proposed crack width calculation process discussed in this section is 

given in Fig. 20. By the proposed process, the crack widths can be calculated for the crack 

skeleton pixels. Then, the crack width nephogram can be obtained to display a whole view of the 

crack distribution and crack width information, as to be presented in section 4. 

 

 

4. Validation tests on a concrete wall with cracks 

 
To validate the proposed crack assessment method, experiments were conducted on the reaction 

wall with various types of cracks. The wall locates in the Newmark Structural Engineering 

Laboratory at the University of Illinois at Urbana-Champaign. This wall possesses lots of cracks 

caused by loading and shrinkage. An area shown in Fig. 21 was selected to be inspected. A Canon 

EOS 60D DSLR camera whose focal length is 55 mm was employed to take images of cracks. The 

CMOS of the Canon EOS 60D camera contains 5184(pixel)×3456(pixel) with the dimension of 

22.3(mm)×14.9(mm). Therefore, 1 mm of the CMOS has about 232 pixels on the image (i.e.,  = 

2320). The working distances were measured using Bosch DLR130 laser displacement meter 

whose resolution is 1.5 mm.  

 

4.1 Test images 
 

Among various images taken against the inspected area, five images with vertical, horizontal, 

and combined cracks were selected as Fig. 22. The images were taken under different conditions 

(e.g., crack width, length, direction, background shadow, working distances, etc.). Note that Figs. 

22(c) and 22(e) were taken for the same cracks shown in Figs. 22(b) and 22(d), respectively, with 

shorter working distances. The actual crack widths, which will be used as references, were 

measured using a conventional crack width gauge at the circled points in Fig. 22. The measured 

cracks have very narrow width less than 0.6 mm. The working distances and measured crack 

widths using crack gauge are tabulated in Table 1 in section 4.2. 

 

 

 

Fig. 21 Experiment setup 
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(a) A: image with vertical crack 
(b) B1: image with horizontal 

crack 

(c) B2: same as B1 with shorter 

working distance 

  
(d) C1: image with combined cracks (e) C2: same as C1 with shorter working distance 

Fig. 22 Gray-scale crack images used for crack width calculation 

 

 

 

4.2 OFSI graphs 
 
The OFSI graphs were obtained for the five images in Fig. 22 as shown in Fig. 23. The 

obtained OFSI graphs show similar trends to the graphs exampled in section 2.3, with the stable 

stages as the window size increases. The OFSI graphs show single peak patterns for the images A, 

B1, and B2 that contain cracks with nearly identical widths, while double peak patterns for the 

images C1 and C2 that contain combined cracks with 0different widths. From the OFSI graphs, the 

optimal window sizes for the five images were obtained at the beginning of the stable stage: they 

were 26, 16, 40, 38, 66 pixels, respectively. 

Two empirical conclusions could be obtained from the OFSI graphs: (i) Usually the OFSI graph 

will not become stable until it’s less than 0.001; and (ii) The number of peaks of represents the 

number of cracks with distinct crack widths. As to the first conclusion, all the optimal window 

sizes were determined when the OFSI values less than 0.001 in Fig. 23. As to the second 

conclusion, the images A, B1, and B2 have only one main peak in the OFSI graph while the 

images C1 and C2 have two main peaks. For the images C1 and C2, the first peak is resulted in by 

the narrower crack, and the second peak is by the wider crack. Therefore, these two empirical 

conclusions could be applied to judge the beginning of stable stage, and to qualitatively learn the 

condition of crack distribution. 

Gray-Scale Image 灰度图 Gray-Scale Image 灰度图 Gray-Scale Image 灰度图

Gray-Scale Image 灰度图 Gray-Scale Image 灰度图
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(a) A: image with vertical crack (b) B1: image with horizontal crack 
(c) B2: same as B1 with shorter 

working distance 

  
(d) C1: image with combined cracks (e) C2: same as C1 with shorter working distance 

Fig. 23 OFSI graphs for five example images 

 

 

4.3 Crack width calculation 
 
The five images were processed using the window size obtained by the OFSI, and the crack 

width nephograms of the five images were obtained as Fig. 24. The changing colors indicate the 

crack widths in pixels calculated for every five skeleton pixels, and the color bars are annexed to 

the figures to show the mapping of crack widths to color. For the five images, the crack widths 

were identified in the ranges of [3, 6], [3, 5], [12, 19], [4, 17], [3, 29] pixels, respectively, which 

means the shorter working distance resulted in the crack distribution with higher resolution. From 

the visual comparison with the original images shown in Fig. 22, the nephograms seem to have 

good agreement with the real crack width distribution.  

The crack widths at the circled points in Fig. 24 were calculated using the proposed approach 

as Table 1. In the case of images A, B1, and C1 with relatively further working distances, the crack 

widths in pixels are only 4, 5, and 6 pixels, and the relative errors are more than 10%. However, if 

the working distances become shorter as Images B2 and C2, more pixels are found for the crack 

widths and the errors are significantly reduced to less than 5%. 

To make a quantitative study of calculation error, the resolutions of the imaging system  in 

Eq. (4) is also tabulated in Table 1. Since the  is the hardware error, the calculation errors 

smaller than  values are ignorable. In Table 1, the errors of the images B1, B2, C1, and C2 are 

smaller than the  values, which represent the accuracy of the proposed approach regardless of 
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the working distances. Meanwhile, the image A1 has error a slightly larger than the  value, 

which is still acceptable considering very narrow crack width (i.e., 0.3 mm) and relatively long 

working distance. If many numbers of crack pixels can be identified by taking an image at the 

short working distance, the crack widths will be assessed with higher accuracy in essense. 

 
 

   

(a) A: image with vertical crack 
(b) B1: image with horizontal 

crack 

(c) B2: same as B1 with shorter 

working distance 

  

(d) C1: image with combined cracks (e) C2: same as C1 with shorter working distance 

Fig. 24 Crack width nephograms of five example images 

 

 

 
Table 1 Calculated crack widths compared with measured ones 

Image A B1 B2 C1 C2 

Working distance 1384.3 mm 1733.55 mm 533.4 mm 596.9 mm 373 mm 

Crack width 4 pixels 5 pixels 15 pixels 6 pixels 9 pixels 

Calculated (=C) 0.43 mm 0.54 mm 0.63 mm 0.28 mm 0.26 mm 

Measured (=M) 0.3 mm 0.6 mm 0.6 mm 0.25 mm 0.25 mm 

 (mm/pixel) 0.11 0.11 0.04 0.05 0.03 

Error (E=C-M) 0.13 mm -0.06 mm 0.03 mm 0.03 mm 0.01 mm 

Relative Error(R=E/M) 43.33% 10.00% 5.00% 12.00% 4.00% 

 

pD

 

 

    3.38

    3.75

    4.13

    4.50

    4.88

    5.25

    5.63

    6.00

 

 

    3.25

    3.50

    3.75

    4.00

    4.25

    4.50

    4.75

    5.00

 

 

   12.88

   13.75

   14.63

   15.50

   16.38

   17.25

   18.13

   19.00

 

 

    4.75

    6.50

    8.25

   10.00

   11.75

   13.50

   15.25

   17.00

 

 

    3.63

    7.25

   10.88

   14.50

   18.13

   21.75

   25.38

   29.00

pD

738



 

 

 

 

 

 

Automated assessment of cracks on concrete surfaces using adaptive digital image processing 

5. Conclusions 

 
This paper proposed a complete digital image processing (DIP) procedure for automated 

concrete crack assessment including crack object extraction, crack width calculation and display of 

crack distribution. To extract the crack object from the original image, the subtraction with median 

filter and local binarization using Niblack’s method are combined together. An optimal filter size 

index (OFSI) is proposed to adaptively determine the optimal window sizes for the median filter 

and the Niblack’s method, which could keep crack undistorted while eliminating the background 

shadings and noises. From the extracted crack object, the crack skeleton and edges are 

decomposed. For a skeleton pixel, the edge pixels to calculate the crack width are obtained using 

the proposed 4-connected normal line according to the orientation of the local skeleton line. The 

crack width nephogram is given at last, which could provide an intuitive view of crack distribution 

and information of crack widths. 

To test and verify the proposed crack calculation procedure, a test on a reaction wall were 

conducted by taking five images with different crack patterns and working distances. The 

respective optimal window sizes are obtained for the five images using the shape of the OFSI 

graphs. For the five images in the test: (i) the crack objects were extracted very clearly using the 

subtraction and binarization techniques with the window sizes determined from the OFSI graphs; 

(ii) the crack width nephograms, which are visually similar to the original images but containing 

the quantitative crack distributions, were obtained; and (iii) the proposed approach provided the 

accurate crack widths for the five images, compared with the real ones measured using a crack 

width gauge, with ignorable errors nearly within the hardware error range. This work is supposed 

to be extended to an automated crack assessment system using an unmanned aerial vehicle 

equipped with imaging devices. 
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