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Abstract. Engineering problems are inherently imprecision tolerant. Biologically inspired soft
computing methods are emerging as ideal tools for constructing intelligent engineering systems which
employ approximate reasoning and exhibit imprecision tolerance. They also offer built-in mechanisms
for dealing with uncertainty. The fundamental issues associated with engineering applications of the
emerging soft computing methods are discussed, with emphasis on neural networks. A formalism for
neural network representation is presented and recent developments on adaptive modeling of neural
networks, specifically nested adaptive neural networks for constitutive modeling are discussed.
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1. Introduction

Soft computing methods, including neural networks, genetic algorithms, fuzzy set theory,
probabilistic reasoning, and integrated systems, are biologically inspired computing tools.
Neural networks are inspired by the internal structure and operation of the brain; genetic
algorithms are inspired by the evolutionary process and adaptation in nature; and, fuzzy logic
is inspired by the natural language and linguistic approaches to problem solving. Development
of soft computing methods has reached the level that they offer new opportunities in
engineering applications. Recently, considerable success has been achieved in the application of
these methods to diverse fields of engineering problems. In the field of mechanics, for example,
neural networks and other computational intelligence tools have been used in constitutive
modeling of concrete, composites and geomaterials (Ghaboussi, Garrett and Wu 1990, Wu
1991, Ghaboussi 1992, Wu and Ghaboussi 1992, 1993, Ghaboussi et al. 1994, 1997, Penumadu
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et al. 1994, Ellis et al. 1995, Ghaboussi and Sidarta 1998, Sidarta and Ghaboussi 1998,
Ghaboussi et al. 1998), structural analysis and design (Vanluchene and Sun 1990), strain
softening material models in reinforced concrete (Kaklauskus, Ghaboussi and Wu 1998),
structural damage assessment (Wu, Ghaboussi and Garrett 1992, Elkordy et al. 1993,
Ghaboussi and Banan 1994, Ghaboussi, Banan and Florom 1994, Chou and Ghaboussi 1997,
1998, Chou, Ghaboussi and Clark 1998), structural control (Chen et al. 1995, Ghaboussi and
Joghataie, 1995, Nikzad and Ghaboussi 1997, Bani-Hani and Ghaboussi 1998, Kim and
Ghaboussi 1998).

In spite of the success of soft computing methods in solving some challenging problems in
engineering, because of their unique computational characteristics, there are some fundamental
issues which need to be addressed. These include the issues of universality and uniqueness of
the solution, imprecision tolerance and imprecise reasoning, adaptivity, redundancy and
robustness, etc. A clear understanding of these issues is essential in exploiting the full
potential of soft computing methods for engineering problem solving. Most of the discussion
that follows is offered without rigorous proofs, which are not currently available.

2. Computational intelligence in engineering

The field of engineering deals with designing entities, building, manufacturing and
maintaining them throughout their useful lives. All engineering practices are based on the
scientific principles, which distinguishes the engineering profession from other trades which
also design and build new objects. However, there are fundamental differences between
engineering and scientific methodologies. Scientists often isolate a single phenomena or a
single problem to study. In contrast, engineering takes place in the real world and it must deal
with all aspects of the problem simultaneously, often in situations that lack sufficient data and,
whatever data may be available is often noise contaminated and contains scatter. Necessity
may dictate the use of approximate methods which may yield sufficient accuracy but may not
be universally applicable. Precision in engineering methodology is relative and most
engineering problems are imprecision tolerant to various degrees. This is a fundamental point.
Imprecision tolerance leads to methodologies which lack universality and functional uniqueness,
which in turn leads to more relaxed standards of proof. In reality, precision, universality and
functional uniqueness, which are the attributes of the mathematically based methods, are less
important in engineering methodology, than added tractability and robustness. Tractability is
needed to add capabilities beyond those of the existing mathematically based methods and
robustness is needed to deal with uncertainty and lack of sufficient information. Historically,
engineering methodology has been based on mathematics and in recent decades the same
methodology has been carried into the domain of computation, leading to such fields as
computational mechanics. We refer to this form of engineering computing on the current serial
computers as hard computing. On the other hand, soft computing methods are a class of
biologically inspired methods which share the attributes of the biological problem solving
methodology, such as imprecision tolerance, non-universality and functional non-uniqueness.

2.1. Hard computing methods

Nearly all the scientific and technical computing done on the current generation of
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computers, from PCs to supercomputers, has to be considered as hard computing. The main
characteristic of hard computing methods is that they are highly dependent on precision.
Although hardware requires that the scientific and technical computations be performed in
finite mathematics, the computational precision is often far greater than what is needed in the
real life problem solving. Consider the boundary value problems or initial value problems in
mechanics. The computational models for the boundary value problems are models such as
finite element method and finite difference method. In order to perform a finite element
analysis of a boundary value problem we need information on the geometry of the problem,
the constitutive properties of the constituent materials, boundary conditions and the external
actions such as the loads and thermal fields. These input parameters are not often known
precisely, especially the constitutive properties of materials.

The hard computing methods often solve an idealized precise problem deterministically.
Using the current hard computing methods usually involves three steps. First, the problem is
idealized to develop the precise input data. Next, the hard computing analysis is performed
within the machine precision on a sequential or parallel computer. Finally, the output to the
idealized problem is obtained with much higher precision than required. This form of hard
computing method is often used in evaluation of behavior and design of physical systems
which are associated with certain level of uncertainty. Engineering judgement is used in an ad
hoc manner to utilize the results of the hard computing analyses.

The consequence of the mathematically based precision in the hard computing methods is
that there is no built-in procedure for dealing with uncertainty, lack of sufficient information,
and scatter and noise in the data. All the input data must be provided and, where there is a
gap, estimates must be made to provide “reasonable precise values” of the input data. Also, all
the noise and scatter must be removed before providing the input data to the hard computing
methods. Inherently, there are no internal mechanisms for dealing with the uncertainty, scatter
and noise. Consequently, the hard computing methods generally lack robustness.

Hard computing methods are more suitable for direct or forward analysis and are often
used for problems posed as direct. It is very difficult to solve the inverse problems with the
current state of the hard computing methods. As will be discussed in a later section, there are
many inverse problems that are either not solved currently, or a simplified version of these
problems are posed and solved as direct problems.

2.2. Biologically inspired soft computing methods

Biological systems have evolved very effective and robust methods of dealing with
uncertainty, lack of sufficient information, scatter and background noise. Consider the brain of
human beings. It is a biological computer and it is far slower than the current computers. The
signals in the human brain and nervous system travel in milliseconds, whereas, the signals in
the computers are transmitted in nanoseconds. However, the human brain is capable of
performing far more complex computational tasks than our computers. This is mainly
attributed to the massively parallel structure and the enormous size of our brain, which by
some estimates contains 10" to 10" neurons and 10" to 10" connections.

One of the striking characteristics of the biological computational tasks is that they are
imprecision tolerant, similar to most real life engineering problems. The massively parallel
structure of the human brain allows computations at much lower levels of precision than the
hard computing tasks in our current generation of computers. However, the structure of the
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brain has evolved in such a way that enormously complex computational tasks can be
performed in real time and in an highly robust way, with internal mechanisms for dealing
with uncertainty, lack of sufficient information and background noise. Consider the
enormously difficult task of image recognition. Brains approach this problem in a
fundamentally different way than our computers. They perform a distributed computation in
the massively parallel structure of the brain in such a robust manner that images of objects
from different angles or partially covered images are easily recognized in real time. This is
one example of a large number of computational tasks wth insufficient amount of input
information. There are numerous tasks that we routinely perform in our daily lives while,
even the simplified versions of these tasks are extremely difficult to perform with our current
generation of computers.

Neural networks are soft computing methods that are inspired by the massively parallel
structure of the brains. They potentially have some of the same robustness characteristics as
brains. Even though the current generation of neural networks are too small and too crude,
they appear to be on the right path, and future research is likely to lead to more powerful
neural network based soft computing methods. Another important feature in all biological
systems that guides their survival in nature is adaptation through evolution within the ever
changing environment. Genetic algorithms or evolutionary computing methods are based on
the principle of adaptation and evolution in nature. In addition, fuzzy set theory provides a
systematic way to deal with incomplete and imprecise sensory information linguistically. On a
higher level, these soft computing tools can be integrated, even with hard computing methods,
to form integrated systems to take advantage of unique capabilities of both hard and soft
computing methodologies.

3. Neural networks as soft computing tools

The discussion in this section will be focused on multi-layer feed-forward neural networks
which are currently the most commonly used neural networks in engineering applications.
These neural networks are used to establish associations (mappings) between the vector of
input variables x, and the vector of output functions y, within the domain of the training data
set D={(x;, y;), j=1, ..., k}. The mathematical expression of the problem is in the form of :
general interpolation function.

y=f (x) 1)
The parameters of the interpolation function f can be determined to satisfy the following
condition. '

yf () (%, y) € D @)

An example of an approximate approach to this problem is regression analysis, which uses
a best fit, often posed as a minimization problem and expressed as follows. A function f is
selected,

y=f (x) 3)

and the parameters of the function are determined by minimizing the error for the training set.
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minimize ||y, f(x)| for all (x,y) € D @

In earlier publications, Ghaboussi and his co-workers have introduced a new notation to
represent the feed-forward neural networks. This notation is intended to facilitate the
discussion of the neural networks as well as to facilitate their use in computational mechanics.
The general form of the notation is as follows.

F=F,y ({input parameters} : {NN architecture}) )

Note that the second argument field is the network architecture which contains the number of
nodes in each layer and some information concerning the training process. This information is
an integral part of the neural network and therefore it is included in the function description.
For the function in Eq. (1) the neural network representation is given by the following
equation, where the network architecture field is left blank, signifying a generic neural network.

Y=Y (x3) ©)
Such a neural network is trained with the training set, such that within the domain of the

training data it approximately represents the training data set. The approximation in neural
networks is represented by the error vectors e; within the domain of the training data.

&=y~ yw (%1 ); (%, 3) € D (7
A neural network learns to satisfy its training data set approximately. It differs fundamentally
from a mathematical interpolation function, which matches the training data set exactly.
Neural networks are also different than regression analysis, which requires a specified
function whose parameters are determined.

In general, the output errors for the training data depend on a number of factors relating to
the complexity of the underlying process represented in the training data set, as well as the
network architecture and the training process. It is important to note that it is not desirable to
reduce the error too much. In the limit, if the output errors are reduced to zero, then the
neural network would be functioning similar to an interpolation function and it will lose its
generalization capability. The generalization capability of neural networks is the direct
consequence of the imprecision tolerance.

]

4. Functional uniqueness and redundancy in soft computing

The question of uniqueness is of central importance in mathematical approaches to
modeling of physical phenomena, finding the best solution (optimization), obtaining solutions
to mathematical models of the physical phenomena, inverse problems and system
identification. In short, uniqueness considerations are at the heart of the hard computing
approaches which are based on mathematical modeling. Functional uniqueness does not play
any role in the neuro-biological approaches to problem solving. The task that a neural
network is trained to perform, to a great extent, is independent of the internal structure of the
neural network. Neural networks with different internal architectures can learn to perform the
same task with comparable levels of precision. In the case of brains, it is thought that the
function of human brain is largely independent of the exact topology of the connections
between neurons. Human brains are estimated to have 10" to 10" connections. It is also
known that our DNAs do not have the capacity to store the data on the precise topology of
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the connections.

It is important to note that imprecision tolerance plays a central role in the functional non-
uniqueness in neuro-biological soft computing methods. Another consequence of the
functional non-uniqueness is redundancy and redundant capacity in neural networks.
Generally, redundancy plays an important role in the adaptivity of soft computing tools. We
define adaptivity as the capability of accommodating new information and new data. In the
case of neural networks, this translates into ability to learn new training cases, without having
to start training a new neural network.

A related question deals with unique determinism, which relates to the sufficiency of data
for uniquely determining a process. When we wish to establish relationships between various
variables, we must first ascertain that such a unique relationship does in fact exist. In a
mathematical modeling approach, we attempt to seek unique solutions and when there is
insufficiegt data so that the uniqueness cannot be guaranteed the traditional methods fail to
find an acceptable solution. Uniqueness is a mathematical concept and it has a precise
meaning. When possible, it is desirable to meet the strict mathematical requirement of
uniqueness. However, this is often not possible, especially for practical problems. There is a
relationship between the amount of information available and the possibility of being able to
find a unique solution. In general, the more information we have, the less restricted is the
solution space and more likely that we can find unique solutions. However, in practical
problems, it is less likely that we will have all the information needed to make a decision.

In practical engineering problems, very often, we have to make design decisions in absence
of a sufficient amount of information. Biological systems often operate and make decisions
with an insufficient amount of data. In our daily lives we constantly make decisions when
little information is available. The underlying process, in the decision making in absence of
sufficient data, seems to be a relaxation of the strict mathematical requirement of uniqueness.
The biological systems seem to be able to find good solutions, not necessarily mathematically
unique, in absence of sufficient data. An important requirement of the biological decision
making is that they have to be in real time and a good acceptable solution is all that is
needed and mathematical precision is not a necessary condition.

5. Inverse problems in engineering

Most engineering problems are inherently inverse problems. However, often we solve these
problems only if they can be formulated as a direct problem, even in a much more simplified
version. Nearly all the computer simulations with hard computing methods, including finite
element analyses are direct problems, where a physical phenomenon is modeled and the
response of the system is computed. A classical definition of inverse problems is
determination of the input from the output of a system or determination of the system
characteristics from the measured input and output of the system (system identification). We
will also include design in the category of inverse problems. Design is an inverse problem, in
that, it seeks a solution from the solution space which satisfies design specification, including
esthetics.

An important characteristic of the inverse problems is that they often do not have a
mathematically unique solutions. The measured response of the system may not contain
sufficient information to uniquely determine the input to the system. Similarly, the measured
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input and the measured response of the system may not contain enough information to
uniquely identify the system characteristics. In short, there may be many solutions which
satisfy the problem. This again is the problem of unique determinism in the domain of exact
mathematics.

Biological systems, on the other hand, have developed highly robust methods for solving
inverse problems. In fact, most of the computational problems in biological systems are in the
form of inverse problems. Their basic strategy is to use approximate and imprecision tolerant
learning within a domain of interest, thus forgoing the universality requirement of
mathematically based approaches.

Researchers in neural networks know that a set of training data, which has been used to
train a neural network, can also be used to train an inverse neural network. In this case, we
are justified to call the first neural network a direct neural network. Then, the input of the
inverse neural network is the same as the output of the direct neural network and the output
of the inverse neural network is the input of the direct neural network. These neural networks
can be shown in the following equations

y=yw (x 2) @®

x=Xyy (¥ 2) )
If the data has been generated by measuring the stimulus response of a physical process, then
the inverse neural network may be more difficult to train.

When unique inverse relationship exists, then both neural networks and mathematically
based methods can be used to model the inverse mapping. However, when the inverse
mapping is not unique, then modeling with mathematically based methods become increasing
difficult, if not impossible. On the other hand, neural network based methods can deal with
non-unique inverse problems by using the learning capabilities of the neural networks. In fact
this is how the biological systems solve inverse problem, through learning.

Modern biologically inspired soft computing methods seem to display characteristics
suitable for operating in the domains where mathematical certainty is not necessary. These
methods have robust capabilities to formulate the problem in a way that reasonable and
admissible solutions can be obtained even when we can show that mathematically unique
relationships do not exist. An example, which is discussed in another paper (Ghaboussi and
Lin 1997), is the problem of generating time histories of earthquake ground accelerations
from the response spectrum. It is known that the response spectra can be uniquely determined
from the time histories of ground acceleration. However, reverse relationship is not unique
and time histories compatible with a specific response spectrum cannot be determined
uniquely. This is a characteristic which is present in many inverse problems. The way we
pose many physical problems in mathematical formulation makes the forward relationship
unique and the inverse relationship non-unique. In the case of the inverse problem of finding
the time history of ground acceleration from a response spectrum, it is shown that a neural
network based method works and finds reasonable time histories for a given response
spectrum.

The key to the ability of biological systems to find reasonable solutions to the inverse
problems lie in learning and being able to generalize what has been learned. Unlike
mathematical proofs and strict uniqueness concepts, which are universal requirements, and
they are valid over all the possible ranges of variables, the soft computing solutions to inverse
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problems are only valid over restricted ranges of these variables. There is a practical
imperative for this requirement which applies equally to biological system decision making as
well as decision making in engineering design. Mathematically exact and unique solutions are
not required. The difference between mathematically exact and unique solutions and a good
admissible solution is of little consequence for the outcome of the decision making process.
Soft computing techniques seem to display the same characteristics which makes them useful
tools for finding good admissible solutions within a restricted space of variables and
parameters. The restriction in the range of variables and parameters is also based on a
practical imperative. The universality of the mathematically precise methods are of little value
in most practical problem solving.

6. Adaptation and adaptive modeling with neural networks

In the remainder of this paper, we will discuss the issue of adaptivity and adaptive
modeling with neural networks, specifically the newly developed nested adaptive neural
networks in constitutive modeling of engineering materials in computational mechanics.

Adaptation is an essential operator in the evolution process for all the biological systems.
On a micro-scale level, adaptation can be considered as dealing with progressive modification
of some structures by some modifiers or operators (Holland 1975). For example, with multi-
layer feedforward neural networks, which are most suitable for developing applications with
nonlinear function mapping type problems, the architecture of a network is determined by the
pattern of connections and the connection weights. The objective of an adaptation process is
to produce structures that perform on an optimal level in a given environment. With neural
networks, the performance is measured by its learning capabilities and efficiency. At the
initial stage, the adaptive process does not have enough information about the relative fitness
of various structures. To reduce this uncertainty, the process must test the performance of
different structures in the environment. This concept of adaptive process provides the basic
idea in adaptive determination or dynamic evolution of neural network architecture. On a
higher level, especially with constitutive modeling, this evolution of structures can also be
extended to the evolution of material models. For the simplest case, we will discuss the
adaptive architecture determination of multi-layer feedforward neural networks. In this case,
the adaptation process is incremental.

6.1. Representation and adaptive determination of multi-/ayer'féedforward networks

The following equation describes a one dimensional neural network material model, shown
in Fig. 1(a).

This is the so called strain-controlled one-point scheme material model. It shows that the
neural network has four layers in which the input layer has three nodes representing the
current stress, strain and strain increment; the output layer has one node representing the
corresponding stress increment; and there are two hidden layers with two nodes in each layer.
For multi-layer feedforward neural networks, the adaptive determination of architecture is
conducted on incremental determination of the number of nodes in the hidden layers during
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Fig. 1 A typical neural network material model and the adaptive determination of its hidden layers during
training

the training process. The training starts with an arbitrary, but small, number of nodes in the
hidden layers. The learning rate is monitored during training, and as the network approaches
its capacity, new nodes are added to the hidden layers, and new connections are generated.
Th objective of the continued training, immediately after the addition of new nodes, is for the
new connection weights to acquire that portion of the knowledge base which was not stored
in the old connection weights. To achieve this, some training is done with only the new
connection weights being modified, while the old connection weights are frozen. This is
followed by additional cycles of training where all the connection weights are allowed to
change. This process is illustrated in Fig. 2. These steps are repeated, and new nodes are
periodically added to the hidden layers as needed. At the end of training, the appropriate
neural network architecture has been determined automatically. The details of this algorithm is

¥ + ¥
/ N\
—> O _>
/x5
oj & Agj o & Ag 0; g Ag
Monitor the Add new nodes to the Unfreeze the old
learning, determine hidden layers, freeze the connections, continue
when the capacity is old connection weights, training of all t.he
reached and new train the new connection weights
nodes are needed connections

Fig. 2 The procedure for the adaptive evolution of the neural network architecture during training of the
neural network material model
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described in Wu (1991) Joghataie, Ghaboussi and Wu (1995). For the one dimensional neural
network constitutive model shown in Fig. 1, the final neural network, after the adaptive
determination of its architecture is shown in Fig. 1(b) and described by the following
equation.

This shows that the number of hidden nodes in each hidden layer has been increased from
two to four at the end of training.

6.2. Nested adaptive neural networks (NANNSs)

The adaptive evolution concept of neural network architecture can be directly extended for
building neural network material models. This is because most engineering data have an
inherent structure and the inherent internal structure in material testing data is modular and
nested (Ghaboussi and Sidarta 1998, Sidarta and Ghaboussi 1998). One type of nested
structure in the material data concerns the dimensionality. This basically refers to the
observation that one dimensional constitutive behavior is a subset of the constitutive behavior
in two-dimensional plane strain problems, which in turn is a subset of the constitutive
behavior in axisymmetric problems, which in turn is a subset of the constitutive behavior in
three-dimensional state of stress.

Another form of nested structure in the material data arises from the inherent path
dependency of the material behavior. From the material testing data alone, it is difficult to
determine the degree of path dependency of the material behavior. For highly nonlinear
behavior of materials, such as concrete under uniaxial cyclic compression, the behavior
captured in a neural network material model, as expressed in Eq. (11), can only be
approximate. In the past, we have included history points along the stress path in the input of
the neural network material model (Ghaboussi et al. 1990, 1991). However, the number of
history points needed in order to capture the cyclic material behavior can not be determined
in advance.

With the use of adaptive evolution of network architecture, a new neural network
architecture, the nested adaptive neural networks (NANN) is introduced to take advantage of
nested structure in material data (Ghaboussi and Sidarta 1998). A nested neural network
consists of several modules. The starting point of building a nested adaptive neural network is
to develop and train a base module to represent the material behavior in the lowest function
space in the data structure. The base module is a standard multi-layer feedforward neural
network. However, it may be trained adaptively so that the number of nodes in the hidden
layers are determined automatically during the training. The base module is successively
augmented by attaching added modules to form higher level NANNs. A first level NANN is
composed of the base module and a first level added module; the second level NANN is
composed of a first level module and a second level added module, and so on. The process,
as illustrated in Fig. 3, is theoretically open ended and more modules can be added. The
added modules themselves are also standard multi-layer feedforward neural networks. In
attaching a new added module to a lower level NANN, only one way connections are used;
all the nodes in each layer of the new added module are connected to all nodes in the next
layer of the lower level NANN. There is no connection from the lower level NANN to the
new added module. The reason for the one way connections used in NANNs becomes clear if
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(b) Addition and adaptive training of the first history point module. The connections shown
in dashed line remain frozen and only the new connection weights (solid lines) are trained.
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(c) Addition and adaptive training of the second history point module. The connections
shown in dashed line remain frozen and only the new connection weights (solid lines) are
trained.
Fig. 4 The evolution and training of a typical nested adaptive neural network material model with two

history point modules
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(c) 4th Level NANN: Base Module (1, 2—4, 2—4, 1); 1st History Attachment (2, 2—12,
2-12, 1); 2nd History Attachment (2, 2—10, 2—10, 1); 3rd History Attachment (2, 2—9
2-9,1)
Fig. 5 Training and testing results of NANN models of concrete under uniaxial monotonic loading and
cyclic compression

we consider that a new added module should not have any effect on the function space
represented by the lower level module. A consequence of this observation is that the lower
level NANNSs should be retrievable from the higher level NANNSs. To satisfy this condition,
each level NANN is trained up to a satisfactory level of accuracy. After a new module is
attached all the connections of the lower level NANN are frozen and only the weights of the
new connections are trained. The process of development of a nested adaptive neural network
model for a one dimensional constitutive model is illustrated in Fig. 4. This Figure illustrates
the nested adaptive process of adding history point modules until the neural network has
adequately learned the path dependent behavior of the material.

The use of NANN to adaptively determine the neural network material model has been
illustrated in modeling the behavior of concrete under monotonic loading and cyclic
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compression (Zhang 1996). It has been shown that the material model, specifically the
number of history points, can be adaptively determined as the training and testing processes
are conducted. It also identifies that four history points are required in order to fully capture
the nonlinear history dependent behavior of concrete. Some typical training and testing results
are shown in Fig. 5.

7. Conclusions

Soft computing methods offer new opportunities in engineering applications. Compared
with hard computing methods, biological inspired soft computing methods have evolved very
effective and robust ways of dealing with uncertainty, lack of sufficient data and background
noise. In this paper, some fundamental issues associated with soft computing methods in
engineering problem solving, such as the universality and uniqueness of solution, imprecision
tolerance, approximate reasoning and adaptation are discussed. The concept of adaptation is
used as the basis for adaptive determination of neural network architecture, as well as the
adaptive determination of material models. The nested adaptive neural networks are
introduced by using incremental adaptive procedure to take advantage of nested structures in
material data.

It is reasoned that modern biologically inspired soft computing methods seem to display
characteristics suitable for operating in the domain where mathematical certainty is not
necessary. Because of learning and generalization capabilities of soft computing methods,
reasonable and admissible solutions can be obtained even when mathematically unique
relationships do not exist.
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