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1. Introduction 
 

Developments in oil and gas refinement industries have 

increased the pollutant production rate and as a sequence, 

wastewater production, dramatically. The wastewater 

leaving industrial plants mostly include poisonous materials 

extremely harmful to the environment which may affect 

ecosystems irreversibly (Rácz et al. 2015, Razavi et al. 

2015). In spite of such ecological problems, wastewater 

treatment is usually ignored for economic issues, or due to 

technological limitations, the pollutants may not be filtered 

as required. Therefore, it is essential to design new 

processes to treat industrial wastewater effluents both 

economically and efficiently (Maddah and Chogle 2015). 

Several main processes have been proposed for wastewater 

treatment including flotation (Zhu and Zhou 2014), 

coagulation (da Conceição et al. 2015), electrostatic and 

electro-coagulation processes (Ganesan et al. 2013, Djahida 

et al. 2014), biological treatment (Ratanatamskul et al. 

2012, Lester et al. 2013), oxidation processes (He et al. 

2013) and membrane separation technologies (Amaral et al. 

2016, Kasim et al. 2016). A more complete review of these 

processes is available in literature (Patil et al. 2016). 

Among these wastewater treatment methods, membrane 

processing method and particularly microfiltration (MF), is 

considered as a promising method able to remove micro-

particles, micro-organisms, macro-molecules and bacteria 

while removal of such materials may not be possible by 

conventional methods (Abadi et al. 2011). MF membranes 
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are made of different materials such as: Alumina (Chen et 

al. 2015), mullite (Abbasi et al. 2010), silica (Ghouil et al. 

2015), zirconia (Werner et al. 2014), etc. 

In addition to very high thermal and chemical stability, 

mullite ceramic MF membranes are very cheap and can be 

easily prepared from low cost kaolin clay (Abbasi et al. 

2010). Membrane low preparation cost is a very important 

factor for industrializing mullite membranes for wastewater 

treatment processes. Mullite and mullite-alumina ceramic 

MF membrane have been successfully used for wastewater 

treatment in a hybrid PAC-MF process in our previous work 

(Abbasi et al. 2011). Addition of alumina have given 

sufficient properties to mullite membranes for wastewater 

treatment while keeping the membrane preparation cost low 

enough to be used industrially.   
Artificial neural network (ANN) is a simplified model 

of human brain. This network is made up of many 
interconnected blocks called neuron. These neurons, are 
aligned in layers. There are three main layers: Input layer, 
getting input signals from the surroundings; hidden layer, 
the main calculations are done here; and output layer, which 
combines calculations into result signals (Fig. 1(b)). By the 
use of such structure, neural network breaks complicated 
tasks to many simple tasks, computable by simple neurons. 
ANNs have been successfully used in different areas. In 
chemical engineering area, ANNs can be used for data 
prediction (non-linear regression), classification, 
association, conceptualization, filtering and optimization 
(Shokrkar et al. 2011). For prediction purpose, ANNs can 
be fitted on data with high non-linearity, where very 
complicated equations might be needed to fit data. The 
ANN training step is, however, much simpler than finding a 
suitable equation for non-linear regression. There are many 
uses of ANNs in predication and optimization data 
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(Nourouzi et al. 2011, Shokrkar et al. 2011, Chattoraj et al. 
2014). Membrane processes, as well as many other 
engineering processes, show high non-linearity. Therefore, 
ANNs can be used to predict the membrane process 
operational parameters, both easily and accurately. A 
limited number of studies in the literature are focused on 
modeling of membrane performance in desalination and 
wastewater treatment processes by ANNs (Porrazzo et al. 
2013, Cao et al. 2016).  

In the following study, data collected from a wastewater 
treatment setup, presented elsewhere (Abbasi et al. 2011), is 
processed using a feed forward (perceptron) artificial neural 
network. The data is collected in optimum temperature and 
pressure. An ANN training program is developed to test 
networks, different in number of neurons and hidden layers, 
transfer functions and initial conditions to find the network 
that fits best. The results show that a two hidden layer ANN 
with 10:6 neurons, i.e., 10 and 6 neurons in first and second 
hidden layers, respectively, gives the best prediction for 
mullite membrane permeate flux and a two hidden layer 
ANN with 10:6 neurons gives the best prediction for 
mullite-alumina membrane permeate flux. The parameters 
of best networks are presented so that other researchers can 
easily benefit from the results of this paper. 
 
 

2. Artificial neural network 
 

2.1 Network structure  
 

An artificial neural network is a network consisted of 
many single neurons connected together. As a simplified 
model of human brain, in an ANN, neurons are aligned in 
layers, connected together in different ways. There are three 
main network topologies based on type of connections 
between neurons: (1) intralayer, connecting two neurons in 
the same layer; (2) interlayer, connecting neurons in two 
different layers; and (3) recurrent, connecting a neuron to 
itself. Within the interlayer topology, there are two options: 
Feedback and feedforward connections. It is shown that for 
prediction purpose, a feedforward interconnected network 
(Fig. 1(b)) works best (Baughman and Liu 2014). 
Therefore, this architecture is used in this paper to estimate 
permeate flux of mullite and mullite alumina membranes as 
a function of time and PAC concentration in PAC-MF 
hybrid process. Schematics of this network is presented in 
Fig. 1(b).  

As Fig. 1(b) shows, a feed forward neural network 
includes an input layer, at least one hidden layer and one 
output layer. In the input layer, the number of neurons is the 
same as number of input variables, i.e., two neurons for 
time and PAC concentration. Each neuron in this layer is 
connected to all neurons in the next layer. 

The second layer, called hidden layer, is the place where 
computations are done. The input of any neurons in this 
layer is received from previous layer and output is 
calculated by Eq. (1) (see Fig. 1(a)). 

Where wij is the weight factor for ith input, Ii, of the jth  
neuron and bj and Oj are bias and output of the jth neuron, 
respectively. 

 

 

Each input of a neuron is multiplied by the 

corresponding weight factor. In the next step, a bias is 

added to the summation of all these weighted inputs to 

result a total input for that neuron. The weights determine 

how much an individual input can affect the output of the 

neuron and bias determines how a single neuron can affect 

the network final output. Weights and biases can have either 

positive or negative values. The obtained input signal is 

then passed to a transfer function f(x) and the value of this 

function will be the final output of that neuron, Oj. 
The transfer function can be any mathematical function 

but there are several common functions used commonly. A 
list of these functions is provided in Table 1. In this paper, 
Tan-Sigmoid, Log-Sigmoid, Linear and Radial Basis 
transfer functions are used for hidden and output layers. 
 

2.2. Data preprocessing 
 

Neural networks are strongly dependent on the data used 

for training step. In this step, if the input and output 

variables are not of the same order of magnitude, some 

variables may appear to have more significance than they 

actually do. The training algorithm has to compensate for 

order-of-magnitude differences by adjusting the network 

weights, resulting in large weight values for small inputs 

and vice versa (Baughman and Liu 2014). 

This is not efficient in many of the training algorithms. 

To eliminate this effect, the data can be normalized. There 

are different normalization procedures. In this paper, the 

data is normalized to fall in the interval (-1, 1). The 

normalization function is as follow. 
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Fig. 1 (a) Basic structure of a single artificial neuron, (b) 

Basic structure of a feed forward neural network. Smaller 

yellow circles indicate bias blocks 
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Table 1. Common transfer functions used in artificial neural 

networks 
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Where xMin and xMax are the minimum and maximum 

values of data, respectively and xi,Norm is the normalized 

value corresponding to xi. After the data is normalized, the 

network is trained by new normalized data and the network 

output is reverse-normalized to real values. In this way, 

weights or biases are not affected by either large or small 

values of data and network will be trained properly. 

In addition to data normalization, it is crucial to 

randomize the data so that the training, validation and test 

data is properly distributed over the entire data range. To 

eliminate the effect of data randomization on network 

performance, data is randomized several times, each used 

separately to find randomized data set that presents best 

network performance. 
 

2.3. Training the network 
There are different training techniques for neural 

networks including supervised and unsupervised training 

(Suykens et al. 2012). For prediction purpose, where input 

and target data are available, supervised training is 

preferred. A well-known supervised training algorithm is 

back propagation (Hecht-Nielsen 1989, Erb 1993). There 

are different modifications to this algorithm for either faster 

convergence or better performance. Levenberg-Marquardt 

back propagation and Bayesian Regulation back 

propagation are two important modifications to this 

algorithm (MacKay 1996). In this study, different neural 

networks with different structures are trained using fast 

Levenberg-Marquardt (LM) backpropagation and accurate 

Bayesian Regulation (BR) backpropagation to find the best 

possible network. 

Besides the training algorithm, the initial weights and 

biases used in training step have strong effect on network 

performance. While different procedures like genetic 

algorithm have been proposed (Chang et al. 2012), there is 

no efficient general rule to find best initial conditions and a 

trial and error procedure is still a basic method and is 

followed here. For trial and error procedure, each network 

structure is trained several times with different initial 

weights and biases to find the best initial conditions. 

The network performance is evaluated by mean squared 

error (MSE). MSE is calculated by Eq. (3) 
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In this equation, xExp and xPred are experimental and 
network-predicted data and N is number of data samples. In 
each training epoch, MSE is calculated for training, 
validation and test data. The best network is identified by 
lowest mean squared error on test data. 

Also, linear regression coefficient, R2 is calculated by 
Eq. (4) to represent the linearity between target and 
predicted data. 
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In the computer program which we developed, the 
training process is terminated by one the following criteria: 

I. If the MSE of validation data starts to increase, the 
training process will be terminated if no reductions in MSE 
is observed by 20 next epochs. The 20 epochs will 
guarantee that network is not trapped in local minima. 

II. If the change of MSE on validation data in two 
sequent epochs drops to less than 10-5, the training process 
will be terminated. 

In either case, the network weights and biases that result 
the lowest MSE on validation data, are stored in network 
structure file. 

 

 
3. Result and discussion 

 

Table 2a Details of best trained networks for mullite 

ceramic membrane 

Layer Input Hidden 1 Hidden 2 Output 

Neurons 2 10 6 1 

Transfer 

function 
- 

Tan-

Sigmoid 
Tan-Sigmoid Linear 

MSE 
Training Validation Test Total R2 

0.002084 0.003273 0.003761 0.002511 0.9999 
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Table 2b Details of best trained networks for mullite-

alumina ceramic MF membrane. 

Layer Input Hidden 1 Hidden 2 Output 

Neurons 2 9 20 1 

Transfer function - 
Tan-

Sigmoid 
Tan-Sigmoid Linear 

MSE 
Training Validation Test Total R2 

0.053266 0.083400 0.082464 0.062114 0.9999 

 

 
Variation of flux decline with time for oily wastewater 

treatment in hybrid PAC-MF process with mullite and 

mullite-alumina membranes are adopted from our previous 

work (Abbasi et al. 2011) and different neural networks are 

fitted on this data to find the best network architecture for 

prediction of permeate flux as a function of time and PAC 

concentration in membranes at optimal temperature and 

pressure. The Levenberg-Marquardt and Bayesian 

Regulation backpropagation training algorithms were used 

to train ANNs. Generally, in this study Levenberg-

Marquardt backpropagation method represented lower MSE 

error with faster convergence. The training/validation/test 

data ratio was kept at 70/15/15 percent for all networks. In 

hidden and output layers, Tan-Sigmoid, Log-Sigmoid, 

Linear and Radial Basis transfer functions were used but 

experiments showed that Tan-Sigmoid and Linear transfer 

functions for hidden and output layers respectively, will 

produce the best results. Consequently, for all the results 

represented here, same transfer functions are used and 

Levenberg-Marquardt backpropagation method is used to 

train networks. To eliminate the effect of initial weights and 

biases, each network architecture is trained several times 

with different random initial weights and biases and the 

initial conditions resulting lowest mean squared error for 

test data, are used for final training. The networks are 

considered to have one or two hidden layers with 1 to 20 

neurons for mullite and 1 to 30 neurons for mullite-alumina 

membranes. This is equal to almost 1,350 different network 

architectures, for both mullite and mullite-alumina 

membranes. Accounting different initial weights and biases 

and transfer functions for each architecture, more than 

850,000 networks are tested totally. The MSE of test data 

and MSE of total data for different network architectures 

are shown in Fig. 2. For better representation of network 

with lowest error, the inverse of MSE is plotted based on 

number of neurons in first and second layers. Note that zero 

neurons in second layer is equal to a single hidden layer 

network. As Fig. 2 shows, for mullite membrane, a 10:6 

neural network, i.e., 10 and 6 neurons in first and second 

hidden layers, respectively, results the lowest both MSE for 

test data (Fig. 2(a)) and for total data (Fig. 2(b)) and for 

mullite-alumina membrane, a 9:20 network results the 

lowest both MSE for test data (Fig. 2(c)) and for total data 

(Fig. 2(d)). Details of these networks are presented in Table 

2.  
The analysis of each single network structure indicated 

that network performance after training step, depends on 
selection of training, validation and test data significantly.  

 

 

 

 

Fig. 2 Mean Squared Error (MSE) for mullite membrane 

(a) test and (b) total data and for mullite-alumina (c) test 

and (d) total data 
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(a) 

 

(b) 

Fig. 3 Mean Squared Error (MSE) for (a) mullite 

membrane and (b) mullite-alumina membrane on each 

training epoch. Circle mark shows best epoch in training 

step 
 

 
To optimize the performance of the selected networks 

from previous step, data was randomized for 100 times and 
each time, the networks were trained to find the best 
possible data classification. The optimized data 
classification is used to obtain the network training results 
presented hereinafter. 

The MSE for training, validation and test data based on 

number of epochs are presented in Fig. 3. As this Figure 

shows, for both mullite (10:6) and mullite-alumina (9:20) 

membranes, the MSE of all three data classifications 

(training, validation and test) are near to each other and 

admit that networks do not overfit data. The best epoch is 

marked with circle and that is where the training step is 

stopped. Note that after best epoch, validation and test MSE 

increase significantly and that is an obvious sign of network 

overfitting. 
To investigate the performance and accuracy of selected 

networks, linear regression coefficient, R2, is calculated for 
test data and as shown in Fig. 4, R2 values very close to 
unity (0.99999) are obtained for both mullite and mullite-
alumina membranes. These values indicate that selected 
networks are accurate with reasonable error and can be 
easily used to estimate permeate flux of membranes as a 
function of time and PAC content in hybrid process. 

 

(a) 

 

(b) 

Fig. 4 Network-predicted vs. Experimental permeate flux 

for (a) mullite and (b) mullite-alumina membranes. R2 

Values are obtained by performing linear regression on 

data 
 

 
A comparison between network-predicted and 

experimental data is presented in Fig. 5. The data predicted 
by neural network is fitted on experimental data for 
different PAC concentrations at different times. There is a 
perfect match between neural network output and 
experimental data on overall time interval and PAC 
concentration range. This is in agreement with low MSE 
values and high R2 values obtained in Figs. 2 and 4.  

In order to let other researchers use the results of this 
study, the optimized parameters of selected networks are 
presented in appendix 1 for mullite and mullite-alumina 
membranes. These parameters include weights and biases of 
all neurons in each network. Using these parameters, it is 
possible to easily simulate the trained networks and get 
results. 

 
 

4. Conclusions 
 

In the present study, artificial neural networks are used 
to predict permeate flux of mullite and mullite-alumina 
ceramic membranes for oily wastewaters treatment in a 
hybrid PAC-MF process. The permeate flux is predicted as 
a function of time and PAC concentration. The feedforward 
neural network used in this study is considered to have one 

289



 

Mohsen Abbasi, Yaser Rasouli and Peyman Jowkar 

 

 

or two hidden layers with zero to twenty or thirty neurons 

per each one. The Levenberg-Marquardt and Bayesian 

Regulation backpropagation training algorithms are used for 

ANN training. Generally for this specific case, Levenberg-

Marquardt backpropagation method represented lower MSE 

error with faster convergence. To optimize the selected 

structure, different initial weights and biases, transfer 

functions and data classifications were tested. We found that 

a 10:6 and 9:20 ANN produce lowest MSE (for test and 

total data) for mullite and mullite-alumina ceramic 

membranes, respectively. The parameters of the trained 

networks are also presented and it is possible for other 

researchers to use the results of this study. 
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Nomenclature 

ANN Artificial Neural Network 

B Neuron bias 

BR Bayesian Regulation backpropagation 

f(x) Transfer function 

I Neuron input 

LM Levenberg-Marquardt backpropagation 

MSE Mean Squared Error 

N Number of data samples 

O Neuron output 

PAC Powdered Activated Carbon 

R2 linear regression coefficient 

𝜔 Neuron weight 

x Individual sample data 

Subscripts 

Exp Experimental data 

Max Maximum value 

Min Minimum value 

Norm Normalized data 

Pred Network-predicted data 
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Appendix 1: Weights and biases of optimized 
ANNs for permeate flux prediction of mullite 
and mullite-alumina membranes in hybrid 
PAC-MF process 
 
Table A1 Weights between input and first layer of 10:6 

network for mullite membrane 

In
p
u

t 
la

y
er

  Fist hidden layer 

 1 2 3 4 5 6 7 8 9 10 

1 -1.930 0.700 -2.595 -0.247 0.009 -2.458 3.849 5.339 -4.393 -0.205 

2 -3.777 -5.460 -5.086 4.382 -6.606 0.129 -3.712 -0.337 2.561 -4.532 

 
Table A2 Weights between first a second layer and between 

second and output layer of 10:6 network for mullite 

membrane 

F
ir

st
 h

id
d

en
 l

ay
er

 

 Second hidden layer 

 

 
 

 

 

S
ec

o
n
d

 h
id

d
en

 l
ay

er
 

 Output layer 

 1 2 3 4 5 6  1 

1 -1.301 -1.970 -1.099 0.076 -0.242 0.352 1 -14.457 

2 -0.679 -3.732 -1.719 -2.582 2.617 -0.483 2 4.932 

3 0.578 1.974 -1.753 0.873 -0.943 -0.984 3 -5.587 

4 -2.430 -0.530 -1.376 -2.453 0.151 1.237 4 5.247 

5 -2.713 2.450 -1.753 -1.665 -1.216 1.815  5 -2.393 

6 -0.502 1.818 -1.049 -1.258 0.378 3.105 6 12.103 

7 -0.432 1.123 -2.145 -2.018 0.219 0.106 - - 

8 -0.394 -0.022 3.809 -3.384 -0.463 0.904 - - 

9 -1.108 0.088 -2.055 -1.381 -1.469 0.515 - - 

10 -0.393 -1.237 -0.255 0.573 -0.372 0.704 - - 

 
Table A3 Neuron biases of 10:6 network for mullite 

membrane 

N
eu

ro
n
 

 Hidden layer Output layer 

 1 2 - 

1 4.484 -5.113 2.880 

2 -5.113 2.880 - 

3 2.880 2.624 - 

4 2.624 -2.519 - 

5 -2.519 2.048 - 

6 -1.450 - - 

7 2.048 - - 

8 5.819 - - 

9 -3.892 - - 

10 4.322 - - 

 
Table A4 Weights between input and first layer of 9:20 

network for mullite-alumina membrane 

In
p
u

t 
la

y
er

  Fist hidden layer 

 1 2 3 4 5 6 7 8 9 

1 5.228 5.464 1.210 0.296 1.216 0.346 -1.090 0.743 4.353 

2 -0.770 -3.226 -1.155 0.260 0.594 -4.196 -3.744 3.596 -0.727 

Table A5 Weights between first and second layer of 9:20 

network for mullite-alumina membrane 

F
ir

st
 h

id
d

en
 l

ay
er

 

 Second hidden layer 

 1 2 3 4 5 6 7 8 9 10 

1 2.223 2.293 0.214 0.827 1.529 0.759 0.914 1.377 0.725 0.283 

2 4.088 1.864 4.302 1.177 1.178 0.555 2.086 0.889 0.504 0.500 

3 1.672 0.788 0.134 0.963 -0.671 1.479 0.933 0.168 1.079 0.682 

4 2.031 1.221 1.307 -0.208 0.354 -0.247 1.047 0.254 0.023 0.424 

5 1.034 1.067 2.977 1.591 1.159 1.869 -0.439 0.086 0.209 0.118 

6 -1.053 1.776 2.252 -1.057 0.686 -1.487 0.543 0.716 1.046 1.456 

7 -0.305 0.692 -0.003 -0.853 0.223 0.552 0.905 0.541 0.916 0.869 

8 4.059 1.853 2.057 -0.857 1.285 0.131 0.452 1.696 2.879 0.799 

9 2.722 -0.781 1.160 0.400 0.878 0.452 -0.968 0.606 0.173 0.177 

10 2.223 2.293 0.214 0.827 1.529 0.759 0.914 1.377 0.725 0.283 

 11 12 13 14 15 16 17 18 19 20 

1 0.282 0.282 0.282 0.282 0.283 0.282 0.283 0.283 0.283 0.283 

2 0.501 0.502 0.502 0.501 0.500 0.501 0.500 0.501 0.501 0.501 

3 0.683 0.683 0.683 0.683 0.683 0.683 0.682 0.683 0.683 0.683 

4 0.425 0.426 0.426 0.425 0.424 0.425 0.424 0.424 0.424 0.424 

5 0.117 0.117 0.117 0.117 0.118 0.117 0.118 0.118 0.118 0.118 

6 1.457 1.459 1.459 1.458 1.456 1.458 1.455 1.456 1.456 1.456 

7 0.869 0.869 0.869 0.869 0.869 0.869 0.869 0.869 0.869 0.869 

8 0.798 0.796 0.796 0.797 0.799 0.797 0.799 0.798 0.799 0.799 

9 0.176 0.175 0.175 0.176 0.177 0.176 0.178 0.177 0.177 0.177 

10 0.282 0.282 0.282 0.282 0.283 0.282 0.283 0.283 0.283 0.283 
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