Radial basis function collocation method for a rotating Bose-Einstein condensation with vortex lattices
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Abstract. We study a radial basis function collocation method (RBFCM) to discretize a coupled nonlinear Schrödinger equation (CNLSE) that governs a two dimensional rotating Bose-Einstein condensate (BEC) with an angular momentum rotation term. We exploit a RBFCM-continuation method (RBFCM-CM) to trace the solution curve of the CNLSE. We compare the performance of the RBFCM-CM with the FEM-CM. We observe that the RBFCM-CM is very robust in a coarse grid for resolving the ground state solution with many vortices when the angular momentum rotation is close to the limit. Numerical results demonstrate the efficiency and accuracy of the RBFCM-CM for computing the superfluid density of the ground level of the BEC.
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1. Introduction

Bose-Einstein condensation (BEC), the phenomenon that clouds of weakly interacting alkali-metal atoms occupy a single quantum state, can be described by a macroscopic wavefunction below a critical temperature $T_c$. Many researchers in physics or mathematics have been interested in simulating the model problem since the gaseous BEC was experimentally observed in 1995 (Anderson 1995, Davis 1995). When a BEC undergoes a rotating frame, it won’t rotate due to its superfluid property of irrotationality. Instead, a vortex lattice will form with each vortex carries the angular momentum (Butts 1999, Rosenbuch 2002).

Many theoretical analysis and numerical computation have been done for the rotating BEC. Bao et al. (2006) proposed a time-splitting pseudo spectral method for rotating BEC. Chang and Chien (2007) used the finite difference-continuation method to trace the solution branches of rotating BEC. Baksmaty (2009) described a finite element numerical approach to the full Hartree-Fock-Bogoliubov treatment of a vortex lattice in a rapidly rotating BEC. Matveenko (2009) presented an analytical solution for the vortex lattice in a rapidly rotating BEC in the lowest Landau level.

The radial basis function (RBF) was introduced by Hardy (1971) for interpolating smooth functions. Kansa (1992) used the RBFs to approximate the function and its partial derivative for...
solving the partial differential equations (PDEs). Since then this method has been extensively and widely applied to various linear and nonlinear PDE problems via the collocation method (CM) (Fasshauer 2002, Ferreira 2005, Hu et al. 2005, Fornberg 2008, Wang et al. 2009, Kindelan 2010). Hu et al. (2009) presented the reproducing kernel collocation method (RKCM) to prevent the ill-conditioned system matrix. However, to our knowledge to solve a rotating BEC or any eigenvalue problem by using the RBFCM has not been implemented in the published literature. In this paper, we simulate the phenomenon of the rotating BEC numerically via the RBFCM-continuation method (RBFCM-CM) to evaluate its superfluid density.

This paper is organized as follows. In Section 2, we briefly review a model problem for a rotating BEC. In Section 3, we formulate the discrete nonlinear system of equations by the RBFCM, and the residual vector functions will be used for in the continuation method to trace the solution curve. Numerical results for the linear Schrödinger equation (LSE) and a coupled nonlinear Schrödinger equation (CNLSE) are reported in Section 4. Finally, some concluding remarks are given in Section 5.

2. A model problem for rotating BEC

The rotating BEC around z-axis at the temperature much smaller than the critical temperature, is modeled by a time dependent nonlinear Schrödinger equation (NLSE), or called the well-known Gross-Pitaevskii equation (GPE) with an angular momentum rotational term (Gross and Pitaevskii 1961) as follows

\[
\begin{align*}
    i\dot{\Psi}(\hat{x}, t) &= -\frac{1}{2}\Delta\Psi(\hat{x}, t) + V(\hat{x})\Psi + \mu|\Psi|^2\Psi(\hat{x}, t) - \omega L_z\Psi(\hat{x}, t) & t \in (0, \infty), \hat{x} \in \hat{\Omega}, \\
    \Psi(\hat{x}, t) &= 0 & t \in [0, \infty), \hat{x} \in \partial\hat{\Omega},
\end{align*}
\]

where \( \hat{x} = (x, y, z) \in \hat{\Omega} \subset \mathbb{R}^3 \) is a bounded domain with a piecewise smooth boundary \( \partial\hat{\Omega} \), \( \Psi(\hat{x}, t) \) the macroscopic wave function, \( \mu \) the intra-component scattering length

\[
V(\hat{x}) = \frac{1}{2}(\gamma_x^2 x^2 + \gamma_y^2 y^2 + \gamma_z^2 z^2)
\]

the trapping potential for constants \( \gamma_x, \gamma_y \) and \( \gamma_z \) with respect to \( x-, y- \) and \( z \)-directions, an angular velocity \( \omega \) and the \( z \)-component of the angular momentum \( L_z = -i(x\partial y - y\partial x) \), where the mass conservation constraint of wave function satisfies

\[
\int_{\hat{\Omega}} |\Psi(\hat{x}, t)|^2 d\hat{x} = 1 \quad \text{for all } t \geq 0.
\]

Let \( \Psi(\hat{x}, t) = e^{-i\lambda t}q(\hat{x}) \), where \( q(\hat{x}) \) is a complex function and \( \lambda \) is the chemical potential. Under the assumption that \( \gamma_z \) is much greater than \( \gamma_x \) and \( \gamma_y \), and following Chang and Chien (2007) the time-independent GPE turns into a two dimension coupled nonlinear Schrödinger eigenvalue problem (CNLSE) as follows
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with the mass conservation constraint

\[ \int_{\Omega} |q(x)|^2 \, dx = 1 \]  

where the bounded domain \( \Omega \subset \mathbb{R}^2 \), \( x = (x, y) \).

3. The RBFCM-continuation method (RBFCM-CM) for CNLSE

In this section, we consider the RBFCM for the discretization of the CNLSE, and then use a continuation algorithm to trace the solution curve. To begin with, we consider the linearized Schrödinger eigenvalue problem (LSE)

\[
\begin{aligned}
-\frac{1}{2} \Delta u(x) + V(x)u(x) + \mu |q(x)|^2 u(x) - \omega (x \partial_v - y \partial_x)v(x) & = \lambda u(x) \quad x \in \Omega, \\
-\frac{1}{2} \Delta v(x) + V(x)v(x) + \mu |q(x)|^2 v(x) + \omega (x \partial_y - y \partial_x)u(x) & = \lambda v(x) \quad x \in \Omega, \\
u(x) = v(x) = 0 & \quad x \in \partial \Omega,
\end{aligned}
\]  

(3)

Following the RBFCM of Kansa (1992), the approximate solution \( u^h \) is a linear combination of the RBFs given by

\[ u^h(x) \equiv \sum_{i=1}^{N} a_i g_i(x) \]  

(6)

where \( g_i \in C^2(\Omega) \cap C(\partial \Omega) \) is the RBF, \( N \) is the number of the RBFs in \( \Omega \cup \partial \Omega \) and \( a_i \) the coefficient of the RBFs. Throughout this paper, we use inverse multiquadrics (IMQ) to be the RBF defined by

\[ g_i(x) = \frac{1}{\sqrt{(x-x_i)^2 + (y-y_i)^2 + c^2}} \]  

(7)

where \((x_i, y_i)\) are source points of the RBFs and \( c > 0 \) is the shape parameter. Note that the IMQ is in \( C^\infty(\Omega) \).

Let \( N_i \) be the total number of interior collocation points \( \{x_i \in \Omega\}_{j=1}^{N_i} \) and \( N_b \) the total number of boundary collocation points \( \{x_i \in \partial \Omega\}_{j=1}^{N_b} \). When \( N_i + N_b = N \), the discretized algebraic system is linear. Micchelli (1986) shows that for the RBFs by IMQ with constant shape parameter, the matrix
of the system is strictly positive definite. Thus the discrete linear system has a unique solution. And when \( N^l + N^b > N \), the coefficients can be obtained by the least square method to minimize the approximation error. Hence if the number of given collocation points is more than the number of source points, then one can achieve an accurate solution for solving a simple elliptic problem (e.g. Hu et al. 2005). However, when solving the eigenvalue value problem by a continuation method, it requires an additional small perturbation for tracing the solution branch. Thus, when \( N^l + N^b > N \), a mixture of the RBFCM with the minimum processing and the continuation algorithm might cause an irreconcilable conflict and it brings some difficulty for tracing the solution curve. Hence, in this paper we use a traditional RBFCM, i.e., the collocation points are the same as the source points.

Subject all interior collocation points to Eq. (7), and it leads to

\[ u \cong G \cdot a \] (8)

where \( u = [u(x_{i_1}), u(x_{i_2}), \ldots, u(x_{i_N})]^T \), \( G \) is a \( N^i \times N \) matrix with entries \( G_{ji} = g_i(x_{j_i}) \), for \( 1 \leq i \leq N \), \( 1 \leq j \leq N^i \), and the coefficient vector \( a = [a_1, a_2, \ldots, a_N]^T \). Let \( D, V \) be \( N^i \times N \) matrices with entries

\[ D_{ji} = \frac{1}{2} \Delta g_i(x_{j_i}), \quad V_{ji} = V(x_{j_i}) g_i(x_{j_i}) \quad 1 \leq i \leq N, \quad 1 \leq j \leq N^i. \]

Thus, following the collocation method methodology we have

\[ P \cong D \cdot a, \quad C \cong V \cdot a, \] (9)

the approximations for

\[ P = \frac{1}{2} [\Delta u(x_{i_1}), \Delta u(x_{i_2}), \ldots, \Delta u(x_{i_N})]^T, \]
\[ C = [V(x_{i_1})u(x_{i_1}), V(x_{i_2})u(x_{i_2}), \ldots, V(x_{i_N})u(x_{i_N})]^T. \]

The boundary condition leads to

\[ u^b \cong B \cdot a = 0 \]

where \( B \) is a \( N^b \times N \) matrix with entries

\[ B_{ji} = g_i(x_{j_i}), \quad 1 \leq i \leq N, \quad 1 \leq j \leq N^b. \]

Hence we use the RBFCM to discretize Eq. (5) as follows

\[ \begin{bmatrix} D + V \\ B \end{bmatrix} \cdot a = \begin{bmatrix} \lambda G \\ 0 \end{bmatrix} \cdot a. \] (10)

Next we implement a predictor-corrector continuation algorithm (Allgower 1990) to solve Eq. (10). Re-write Eq. (10) by defining the vector function

\[ H(a, \lambda) = \begin{bmatrix} (D + V) \cdot a - \lambda G \cdot a \\ B \cdot a \end{bmatrix} = 0. \] (11)

Let \( p(s^{(i)}) = p^{(i)} = (a^{(i)}, \lambda^{(i)}) \in \mathbb{R}^{N+1} \) be an accepted approximating point for the solution curve \( C(s) \) at the parameter \( s = s^{(i)} \) for Eq. (11). The Euler predictor is defined by
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\[ p_i^{(t)} = p_i^{(t)} + \delta^{(t)} t_i^{(t)} \]  \hspace{1cm} (12)

where \( \delta^{(t)} \) is the step size, and \( t_i^{(t)} \in \mathbb{R}^{N+1} \) the unit tangent vector at \( p_i^{(t)} \) is obtained by solving

\[ \hat{A}(p_i^{(t)}) \cdot t_i^{(t)} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \]

where

\[ \hat{A}(p_i^{(t)}) = \begin{bmatrix} [D_a H(p_i^{(t)}) & D_{\lambda} H(p_i^{(t)})] \\ t_i^{(t-1)} \end{bmatrix}^T \begin{bmatrix} D + V - \lambda_{i}^{(t)} G - G \cdot a_i^{(t)} \\ B & 0 \\ t_i^{(t-1)} \end{bmatrix}. \]

To keep the orientation and to control the local curve, we impose the constraint \( t_i^{(t)} \cdot t_i^{(t-1)} = 1 - \alpha > 0 \) for some \( \alpha \in (0, 1) \).

Next, the corrector step is performed to improve the accuracy of the predicted point. The Newton iteration is as follows

\[ p_k^{(t)} = p_{k-1}^{(t)} + \Delta p_k^{(t)}, \quad \text{for } k = 1, 2, ..., \]  \hspace{1cm} (13)

where \( \Delta p_k^{(t)} \) is obtained by solving

\[ \hat{A}(p_{k-1}^{(t)}) \cdot \Delta p_k^{(t)} = \begin{bmatrix} -H(p_k^{(t)}) \\ 0 \end{bmatrix} = \begin{bmatrix} -(D + V - \lambda_k^{(t)} G) \cdot a_k^{(t)} \\ 0 \end{bmatrix}. \]

If \( p_0^{(t)} \) is close enough to the solution curve, then \( p_k^{(t)} \) will converge to an approximating point on the solution curve \( C(s) \) for \( s = s_{i+1} \). Then we set \( p_i^{(t+1)} = p_k^{(t)} \).

For the CNLSE (3), let the approximation of \( u(x) \) and \( v(x) \) be given by \( u^h(x) = \sum_{i=1}^{N} a_i^h g_i(x) \) and \( v^h(x) = \sum_{i=1}^{N} b_i^h g_i(x) \), respectively. The RBFCM approximation of Eq. (3) is written as

\[
\begin{align*}
(D + V) \cdot a + E + L &= \lambda G \cdot a \\
(D + V) \cdot b + K + Q &= \lambda G \cdot b \\
B \cdot a &= 0 \\
B \cdot a &= 0
\end{align*}
\]  \hspace{1cm} (14)

where the coefficient vectors \( a \) and \( b = [b_1, b_2, ..., b_N]^T \) for \( u(x) \) and \( v(x) \), respectively, and the vector functions \( E, K, L, Q \) with entries

\[ E_j = u^3(x_j) + v^2(x_j) u(x_j), \quad K_j = v^3(x_j) + u^2(x_j) v(x_j), \]
\[ L_j = -\omega(x_j v(x_j) - y_j v(x_j)), \quad Q_j = \omega(x_j u(x_j) - y_j u(x_j)), \]
for interior point 

\[ x_I^j = (x_I^j, y_I^j), \quad 1 \leq j \leq N \]

Next consider the continuation method for the nonlinear vector function Eq. (14) as

\[
F(a, b, \lambda) = \begin{bmatrix}
(D + V - \lambda G) \cdot a + E + L \\
(D + V - \lambda G) \cdot b + K + Q \\
B \cdot a \\
B \cdot b
\end{bmatrix} = 0.
\] (15)

To trace a nontrivial solution, a small perturbation vector \( \mathbf{d} \) is added to Eq. (15), and we get

\[
\tilde{F}(a, b, \lambda) = F(a, b, \lambda) + \mathbf{d} = 0
\] (16)

which is the perturbation for the discretization equation for rotating BEC. Let \( z(s^{(i)}) = z^{(i)} = (a^{(i)}, b^{(i)}, \lambda^{(i)}) \in \mathbb{R}^{2N+1} \) be an accepted approximating point on the solution curve \( C \) for Eq. (16). The predictor-corrector continuation algorithm is employed to solve the equation. Define the Euler predictor

\[
z_0^{(i)} = z^{(i)} + \delta^{(i)} t^{(i)}
\] (17)

where \( \delta^{(i)} \) is the step size, and \( t^{(i)} \in \mathbb{R}^{2N+1} \) the unit tangent vector at point \( z^{(i)} \) solved by

\[
\hat{A}(z^{(i)}) \cdot t^{(i)} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\] (18)

where

\[
\begin{align*}
\hat{A}(z^{(i)}) &= \begin{bmatrix}
[W(z^{(i)})] & -G \cdot a^{(i)} \\
-2G \cdot b^{(i)} & 0 \\
B & 0 \\
0 & B \\
(t^{(i-1)})^T
\end{bmatrix}, \\
W(z) &= \begin{bmatrix}
D + V - \lambda^{(i)} G + \frac{\partial(E + L)}{\partial a}(z) & \frac{\partial(E + L)}{\partial b}(z) \\
\frac{\partial(K + Q)}{\partial a}(z) & D + V - \lambda^{(i)} G + \frac{\partial(K + Q)}{\partial b}(z)
\end{bmatrix}.
\end{align*}
\]

Note that as the number of collocation points is increasing, the matrix \( \hat{A} \) is going to be nearly singular or badly scaled since the ill-condition on the discretization matrix of the RBFCM-CM. Thus, if the condition number of \( \hat{A} \) is greater than a threshold, we suggest another small perturbation vector \( \tilde{\mathbf{d}} \) to be added in the diagonal entries of \( \hat{A} \) for the computational stability.

We implement the predictor-corrector continuation to approximate the energy level of the CNLSE by tracing its solution curve. We first determine the eigenvalues of the associate LSE. Then we use the first bifurcation \((0, \lambda_1)\) of LSE to predict the first solution curve branching of the CNLSE, and continuously traces the solution curve until it reaches the target point that satisfies the mass conservation constraint.
4. Numerical results

We examine the RBFCM-CM for solving the CNLSE Eq. (3) and investigate its performance for the mixture with continuation method to trace the solution curve. The first solution branches \((u, v, \lambda)\) were numerically traced by using the predictor-corrector continuation method, where the perturbation vector \(d\) was chosen with \(\|d\|_\infty = 5 \times 10^{-5}\). Here we inspect the superfluid density denoted by \(|\Psi(x, t)|^2 = |q(x)|^2 = u^2(x) + v^2(x)\) when it satisfies the mass conservation constraint. All experiments were performed with MATLAB 2009B with double precision arithmetic on a PC with Intel Xeon Processor E5520 at 2.26 GHz.

We let the isotropic potential function \(V(x) = (x^2 + y^2)/2\), and the computational domain is \(\Omega = (-12, 12)^2\). In order to obtain a round-shape figure with regular distribution in vortices, we choose \(\mu = 100\). The finite element method (FEM) is implemented here using a Galerkin approximation under the piecewise bilinear elements. The stopping tolerance in Newton corrector is \(10^{-10}\).

**Example 1: The RBFCM for the LSE**

Consider a two-dimensional linear harmonic oscillator of the dimensionless form

\[
\frac{1}{2} \Delta u(x) + V(x)u(x) = \lambda u(x), \quad x \in \Omega = \mathbb{R}^2
\]  

with \(\lim_{|\mathbf{x}| \to \infty} u(x) = 0\), where \(V(x) = (x^2 + y^2)/2\). By separation of variables, Eq. (19) is divided into two one-dimensional harmonic oscillator (1-D HO). In many quantum mechanics literatures, e.g. Landau (1977), the normalized eigenpairs of 1-D HO are given by

\[
u_{mn}(x, y) = \frac{e^{-(x^2 + y^2)/2}}{\sqrt{2^{m+n}m!n!\pi}} H_m(x)H_n(y), \quad \lambda_{mn} = m + n + 1, \quad m, n = 0, 1, 2, \ldots, \tag{20}\]

where \(H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2}\) is the Hermite polynomial of order \(n\). To measure the solution error, Huang (2010) denoted the normalized root mean square (RMS) for the error as

\[
\text{RMS}(e) = \frac{\sqrt{\sum_{i=1}^{N} e^2(x_i)}}{\sqrt{N \max_{1 \leq i \leq N} |u(x_i)|}}
\]

where \(e\) is the error for the approximation of \(u\). Tables 1 and 2 and Fig. 1 show the errors of the first eigenpair obtained from the FEM-CM and RBFCM-CM. The error of FEM-CM is decreasing in order of \(O(h^2)\) while the RBFCM-CM with a constant shape parameter \((c = 1)\) converges in an exponential order \(O(\gamma h^d)\) with the exponential base \(\gamma \approx 0.89\).

**Example 2: The selection of the shape parameters**

The shape parameter is crucial for the success of using the RBFCM. The RBF performs the collocation method better than polynomials as the shape parameter exists (Huang et al. 2007, 2010). Here, we investigate the relation between the shape parameter and the error of the RBFCM-CM for the LSE. Table 3 shows the error of the RBFCM-CM on three uniform partitions: \(N = 31 \times 31, 41 \times\)
41 and 51 × 51 with various shape parameters for the first eigenpair of Eq. (19). Fig. 2 shows that our results agree with Huang’s (2007) results, and as $c$ is increasing, the error is decreasing sharply until the critical value $c_{cr}$. However, around the critical value, the condition number of the discrete matrix $\hat{A}$ of RBFCM-CM might become extremely large, and this increases the difficulty in solving the linear system.

Table 1 The convergence in order of $O(h^q)$ (quadratic) by using the FEM-CM for the LSE

<table>
<thead>
<tr>
<th>$i$</th>
<th>$N$</th>
<th>RMS</th>
<th>$q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$32 \times 32$</td>
<td>$3.49E-2$</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>$64 \times 64$</td>
<td>$8.77E-3$</td>
<td>1.99</td>
</tr>
<tr>
<td>3</td>
<td>$128 \times 128$</td>
<td>$2.20E-3$</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>$256 \times 256$</td>
<td>$5.49E-4$</td>
<td>2.00</td>
</tr>
<tr>
<td>5</td>
<td>$512 \times 512$</td>
<td>$1.37E-4$</td>
<td>2.00</td>
</tr>
<tr>
<td>6</td>
<td>$1024 \times 1024$</td>
<td>$3.41E-5$</td>
<td>2.01</td>
</tr>
</tbody>
</table>

Table 2 The convergence in order of $O(\gamma^q)$ by using the RBFCM-CM with a fixed shape parameter $c = 1$, $q = 1.15$, $\gamma \approx 0.89$ for the LSE

<table>
<thead>
<tr>
<th>$i$</th>
<th>$N$</th>
<th>RMS</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$31 \times 31$</td>
<td>$0.11E-2$</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>$35 \times 35$</td>
<td>$5.02E-4$</td>
<td>0.903</td>
</tr>
<tr>
<td>3</td>
<td>$41 \times 41$</td>
<td>$1.39E-4$</td>
<td>0.897</td>
</tr>
<tr>
<td>4</td>
<td>$45 \times 45$</td>
<td>$5.63E-5$</td>
<td>0.894</td>
</tr>
<tr>
<td>5</td>
<td>$51 \times 51$</td>
<td>$1.40E-5$</td>
<td>0.893</td>
</tr>
<tr>
<td>6</td>
<td>$55 \times 55$</td>
<td>$5.47E-6$</td>
<td>0.893</td>
</tr>
<tr>
<td>7</td>
<td>$61 \times 61$</td>
<td>$1.31E-6$</td>
<td>0.893</td>
</tr>
<tr>
<td>8</td>
<td>$65 \times 65$</td>
<td>$5.00E-7$</td>
<td>0.894</td>
</tr>
</tbody>
</table>

Table 3 The RMS of errors vs. the shape parameter for the number of collocation points $31 \times 31$, $41 \times 41$ and $51 \times 51$

<table>
<thead>
<tr>
<th>$N = 31 \times 31$</th>
<th>$N = 41 \times 41$</th>
<th>$N = 51 \times 51$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>RMS</td>
<td>$c$</td>
</tr>
<tr>
<td>1.5</td>
<td>$1.74E-4$</td>
<td>1.5</td>
</tr>
<tr>
<td>2.0</td>
<td>$4.04E-5$</td>
<td>2.0</td>
</tr>
<tr>
<td>2.5</td>
<td>$1.23E-5$</td>
<td>2.5</td>
</tr>
<tr>
<td>3.0</td>
<td>$4.11E-6$</td>
<td>3.0</td>
</tr>
<tr>
<td>3.5</td>
<td>$1.04E-6$</td>
<td>3.5</td>
</tr>
<tr>
<td>3.7</td>
<td>$2.75E-7$</td>
<td>3.7</td>
</tr>
<tr>
<td>3.78</td>
<td>$1.39E-7$</td>
<td>3.8</td>
</tr>
<tr>
<td>3.8</td>
<td>$1.47E-7$</td>
<td>3.9</td>
</tr>
<tr>
<td>4.0</td>
<td>$5.44E-7$</td>
<td>$4.0$</td>
</tr>
<tr>
<td>4.5</td>
<td>$1.33E-6$</td>
<td>4.1</td>
</tr>
</tbody>
</table>
Example 3: The ground state solutions of a rotating BEC with vortex lattices

In this example, we study the RBFCM-CM for solving CNLSE with various angular momentum rotation term $\omega$. We fix the shape parameter $c = 1.1$. The computational grid in the RBFCM-CM is only limited on $51 \times 51$ collocation points, which is far less than the required number in FEM. The computational grid in the FEM-CM is $128 \times 128$ to ensure the solution quality for the comparison. Figs. 3-6 show the 3D plots and contours of the superfluid densities obtained from both the FEM-CM and the RBFCM-CM for $\omega = 0.5, 0.7, 0.9$ and 0.95, and the number of vortex lattices is increasing up to 20. We find that the solutions of the RBFCM-CM are very good qualitative agreement in the FEM-CM for studying the complexity of vortex lattices in rotating BEC.
Fig. 3 The 3D plots of the superfluid density for $\omega = 0.5$ and the contours by the FEM-CM and RBFCM-CM. There is no vortex lattice when $\omega = 0.5$

Fig. 4 The 3D plots of the numerical solutions for the superfluid density for $\omega = 0.7$ and the contours by the FEM-CM and RBFCM-CM. Both contain 4 vortex lattices
Fig. 5 The 3D plots of the superfluid density for $\omega = 0.9$ and the contours by the FEM-CM and RBFCM-CM. Both contain 12 vortex lattices

Fig. 6 The 3D plots of the superfluid density for $\omega = 0.95$ and the contours by the FEM-CM and RBFCM-CM. Both contain 20 vortex lattices
Fig. 7 The 3D plots of the superfluid density for $\omega = 0.99$ and the contours. The superfluid densities by the RBFCM-CM and FEM-CM contain 48 and 36 vortex lattices, respectively.

Fig. 8 The 3D plots of the superfluid density for $\omega = 0.995$ and the contours. The superfluid densities by the RBFCM-CM and FEM-CM contain 48 and 36 vortex lattices, respectively.
Example 4: The ground state solutions of a fast rotating BEC

This example exhibits the capability of the RBFCM-CM for solving a fast rotating BEC when $\omega \geq 0.99$. When implementing the RBFCM-CM, we let the shape parameter $c = 1.1$, and let the computational points be $81 \times 81$. We let the computation grids $256 \times 256$ for the FEM-CM with the bilinear element. Figs. 7-8 show the 3D plots and the contours of the superfluid densities obtained from both the FEM-CM and the RBFCM-CM for $\omega = 0.99$ and 0.995. The number of vortex lattices for two cases is 48 by the RBFCM-CM and 36 by the FEM-CM. Hence, the RBFCM-CM using only coarsen points excels the FEM-CM with finer grids.

5. Conclusions

We have studied the RBFCM for numerical solutions of a coupled nonlinear Schrödinger equations (CNLSE) for modeling a rotating BEC. That is, the RBFCM is incorporated with the continuation method to trace the solutions of the eigenvalue problems. We show that the RBFCM-CM converges quickly in an exponential rate for the LSE, and our results also depict the advantage of the RBFCM-CM for using fewer grid points for the discretization than those the FEM-CM requires. Furthermore, as angular momentum rotation term $\omega$ approaches to 1, the number of vortex lattices will be generated more, and this increases the difficulty for determining the number of collocation points. In the future, we plan to extend the idea to develop a novel RBFCM with a variable shape parameter for computing a rotating BEC with many vortex latices or in optical lattices.
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