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Abstract.  In obstetrics, cardiotocography is a procedure to record the fetal heartbeat and the uterine 

contractions usually during the last trimester of pregnancy. It helps to monitor patterns associated with the 

fetal activity and to detect the pathologies. In this paper, random forest classifier is used to classify normal, 

suspicious and pathological patterns based on the features extracted from the cardiotocograms. The results 

showed that random forest classifier can detect these classes successfully with overall classification accuracy 

of 93.6%. Moreover, important features are identified to reduce the feature space. It is found that using seven 

important features, similar classification accuracy can be achieved by random forest classifier (93.3%). 
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1. Introduction 
 

In Cardiotocography (CTG), fetal heart rate (FHR) and uterine contraction data are recorded 

simultaneously during pregnancy. Obstetricians use Cardiotocography as an important tool to 

evaluate the well-being of the fetus before delivery. This is typically done in the third trimester of 

the pregnancy. A standardized nomenclature has been adopted to read the cardiotocographs 

(Macones et al. 2008). It includes description of uterine activity, baseline fetal heart rate (110 to 

160 beats per minute), baseline FHR variability (5 to 25 beats per minute above and below the 

stable FHR baseline), periods of reduced and increased FHR variability and presence of any 

acceleration or deceleration (Ugwumadu 2013). By monitoring FHR, it is possible to identify the 

fetal hypoxia (shortage of oxygen typically in the range of 1 to 5%). If fetal hypoxia is prolonged 

then chances of disability of the newborn baby becomes high and sometime it may leads to the 

death. Hence it is very important to identify abnormal FHR patterns and take appropriate actions to 

avoid prenatal morbidity and mortality (Chen et al. 2011, Lees et al. 2013). Cardiotocography can 

be used to investigate the status of fetus health, normoxia (oxygen tensions between 10-21%) 

(Carbonne et al. 1997) and normal or abnormal fetus acid base status (Spencer 1993). Hence many 

indicators, occurring days or hours before fetus death, if detected promptly can lead to proper  
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obstetric intervention which could help in delivering a healthy baby. CTG monitoring is done 

manually which may leads to human error. A computerized CTG may produce automatic 

interpretation of CTG reducing the prenatal mortality rate (PMR) (Grivell et al. 2010, Brown et al. 

2014).  

Automated continuous FHR monitoring is an important tool for intrapartum surveillance. 

Variability of FHR is characterized by measuring the variance or standard deviation of FHR about 

the baseline values(Ayres-de-Campos et al. 2008). Recently, many researchers have focused on 

other properties related to variability of the fetal rate signal. It includes spectral analysis (Logier et 

al. 2008, Kwon et al. 2012), nonlinear analysis (Gonçalves et al. 2006), matching pursuit 

technique to detect fetal hypoxia (Salamalekis et al. 2006), entropy measures as an indicator of 

complexity loss of FHR in acidemia (Costa et al. 2014). 

Different computational intelligence methods are used to classify the CTG data. Czabanski et 

al. (Czabanski et al. 2012) used two steps mechanism comprising of weighted fuzzy scoring 

systems and LSVM algorithm and applied this mechanism to FHR to predict the acidemia risk. 

Georgieva et al. (Georgieva et al. 2013) and Jezewski et al. (Jezewski et al. 2007) used artificial 

neural network to monitor the fetal wellbeing. Other approaches include neuro-fuzzy system 

(Czabanski et al. 2008), naïve bayes classifier (Menai et al. 2013) and support vector machines 

(Ocak 2013). Beatrijs et al. (van der Hout-van der Jagt et al. 2012) proposed mathematical 

modeling approach to simulate early deceleration in CTG. Ensemble classification algorithms 

consist of weak learners when combined together produce higher and robust classification 

accuracies (Dietterich 2000). Bagging (Dietterich 2000, Galar et al. 2012) and boosting (Svetnik et 

al. 2005, Galar et al. 2012) are two famous techniques used in the ensemble classifiers to combine 

the classification outputs of the weak learners. Esra et al. (Karabulut and Ibrikci 2014) used 

adaptive boosting ensemble of decision trees to analyze cardiotocogram for identifying pathologic 

fetus. Random forest (Breiman 2001) is an ensemble classifier that is built on multiple trees from 

randomly sampled subspaces of the input features and combine the output of the trees using 

bagging. Random forest classifier is used in numerous real life applications like protein 

sequencing (Kandaswamy et al. 2011), classification of Alzheimer’s disease (Gray et al. 2013), 

cancer detection (Ozcift 2012), physical activity classification (Arif et al. 2014) and so on. 

In this paper, random forest classifier is used to classify the cardiotocograms into normal, 

suspicious and pathological classes in the cardiotocogram database provided as public dataset 

(Ayres-de-Campos, Bernardes et al. 2000). Feature importance index is used to identify important 

features of the database. It is shown that good classification accuracy can be achieved by using 

only seven important features out of total twenty one features. 

 
 
2. Materials and methods 

 

Cardiotocography (CTG) is a method of recording the fetal heartbeat and the uterine 

contractions during pregnancy usually in the last trimester. The data set consists of 2126 

cardiotocograms collected in the Maternity and Gynecological Clinic (University Hospital of Porto 

in Portugal) (Ayres-de-Campos, Bernardes et al. 2000).  

Cardiotocograms (CTG) are classified by three expert obstetricians and their majority opinion 

has defined the class of the cardiotocogram. Cardiotocograms are also processed by SisPorto 

(Ayres-de-Campos et al. 2000) and 21 features are extracted automatically. List of features is 

tabulated in Table 1. The detailed description of the features is described in (Ayres-de- Campos et  
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Table 1 Explanation of features 

Feature Explanation Feature Explanation 

LB FHR Baseline value mLTV Mean value of long term variability 

AC Accelerations in FHR 
DL, DS, 

DP 
Light, Severe, Prolonged Decelerations 

FM Fetal movement Width Width of the Histogram 

UC Uterine contractions Min, Max 
Low frequency and High frequency of the 

Histogram 

ASTV 
Percentage of time with abnormal short 

term variability 
Nmax, 

Nzeros 
number of histogram Peaks and Zeros 

mSTV Mean value of short term variability 

Mode, 

Mean, 

Median, 

Variance 

Mode, Mean, Median and Variance of the 

Histogram 

ALTV 
Percentage of time with abnormal long 

term variability 
Tendency 

histogram tendency: -1=left asymmetric; 

0=symmetric; 1=right asymmetric 

 
Table 2 Class distribution of CTGs 

Class (Fetal State) Number of FHR Recordings 

N (Normal) 1655 

S (Suspect) 295 

P (Pathologic) 176 

Total 2126 

 

 
al. 2000). Baseline value (LB) is estimated by an algorithm using fetal heart rate (FHR) and short 

term variability (STV) mentioned in (Ayres-de-Campos et al. 2000). Acceleration is defined as 

increase in the FHR above the baseline for 15 to 120 seconds and deceleration is defined as the 

decrease in the FHR below the baseline for 15 to 120 seconds. Uterine contraction signal after 

filtering is evaluated for the contraction episodes. Variability analysis is also done by the Sisporto 

software and features are extracted as listed in Table 1. Histogram of FHR is calculated and 

features as explained in the Table 1 are extracted. Distribution of classes of CTG database is listed 

in Table 2. 

Random forest classifier (Breiman 2001) is used for the classification of three classes. Let   is 

the data set comprising of N data points and d features containing M classes, Ci, i=1,2,…,M. An 

independent subset of data set k selected randomly from the dataset X, such that     

(bootstrap sample), containing s features set    . It is used to train a tree        as weak 

classifier for the training set where x is the input. In the random forest classifier, Combination of 

various such trees (as weak classifiers) is used to predict the class of a particular feature vector by 

majority voting. Tibshirani (Tibshirani 1996) and Wolpert et al. (Wolpert and Macready 1999) 

proposed out-of-bag estimates to estimate the generalization error and it is found to be as good as 

the test data of the same size as of the training set (Breiman 2001). Out-of-bag error is calculated 

by putting aside a fraction of k as out-of-bag. It is done for all k trees. At the end, class of the 

vector in the out-of-bag is predicted as the class who got most of the votes in the prediction by the 

trees. This class is compared with the true class and used in the estimate of out-of-bag error 
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estimate. 

Classification results are presented by using precision, recall and F-measure. Precision or 

positive predictive value (PPV) is defined as the proportion of instances which belongs to a class 

(TP: True Positive) out of the total instances including TP and FP (False Positive) classified by the 

classifier as belong to this particular class 

          
  

     
                                                         (1) 

Recall or Sensitivity is defined as proportion of instances classified in one class out of the total 

instances belonging to that class. Total number of instances of a class includes TP and FN (False 

Negative) 

       
  

     
                                                           (2) 

F-measure is the combination of precision and recall and defined as 

          
                  

                
                                           (3) 

 

 

3. Results and discussions 
 

As discussed in the above section, there are 2126 number of instances which are labeled as one 

the three classes, Normal (N), Suspicious (S) and Pathological (P) as mentioned in Table 2. 

Random forest classifier is applied to classify these three classes. First step is to optimize the 

structure of the random forest classifier. So it is important to decide the optimal leaf size and the 

number of trees generated in the random forest classifier. Number of features included in the 

subset   randomly is selected to be one third of the input features (total features are 21). Out-of-

bag classification error is calculated for different leaf sizes (2, 5, 10 and 15) and plotted in Fig. 1. 

For every leaf size, classifier is trained 10 times and the mean value of the out-of-bag classification 

error is plotted in Fig. 1 for different tree sizes. It can be seen from the figure that out-of-bag 

classification error decreased as the number of grown trees are increased and becomes almost 

constant after the grown trees size was greater than fifty. It can also be observed that out-of-bag 

classification error for leaf size equals to two remains minimum for all sizes of the grown trees.  

Hence for the further classification experiments, leaf size is fixed to be 2 and the number of 

trees is fixed to 50.  

Training and testing data sets are generated by dividing the whole data set into 70-30 split 

randomly without replacement. Random forest classifier is trained on the training set and class 

labels of the testing set is predicted by the trained classifier. The whole process is repeated 10 

times and mean and standard deviation of Precision, Recall and F-measure is reported for training 

and testing data in Table 3 and Table 4. For the training data, random forest classifier showed very 

good performance with high values of precision, recall and F-measure. The last row of both tables 

show weighted average of the values. Weights are assigned as the fraction of number of data 

points of each class. For the testing data sets, Precision and recall of the Normal class (comprising 

of approximately 78% of the testing set) are more than 0.94 with F-measure of 0.96. Suspect class 

(S) showed low values of precision and recall as compared to other two classes. It is obvious 

because experts also put these cardiotocogram in the suspect class. So it is easier for this class to 

be confused by the classifier with either normal (N) class or pathological (P) class.  
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Fig. 1 Classification error for different leaf sizes 

 
Table 3 Classification result for training; Values are reported as mean (standard deviation) 

 Precision Recall F-measure 

N (Normal) 0.999 (0.001) 0.995 (0.002) 0.997 (0.001) 

S (Suspect) 0.973 (0.009) 0.989 (0.005) 0.981 (0.006) 

P (Pathologic) 0.984 (0.011) 0.995 (0.006) 0.989 (0.006) 

Weighted Average 0.994 0.994 0.994 

 
Table 4 Classification result for testing; Values are reported as mean (standard deviation) 

 Precision Recall F-measure 

N (Normal) 0.981 (0.006) 0.947 (0.01) 0.964 (0.004) 

S (Suspect) 0.729 (0.035) 0.879 (0.025) 0.796 (0.017) 

P (Pathologic) 0.895 (0.043) 0.931 (0.043) 0.912 (0.029) 

Weighted Average 0.939 0.936 0.936 

 
Table 5 Confusion matrix for one of testing set 

 N (Normal) S (Suspect) P (Pathologic) 

N (Normal) 479 25 4 

S (Suspect) 8 70 0 

P (Pathologic) 1 0 51 

 

 

Confusion matrix for one of the testing data set is given in Table 5. Most of the Normal class is 

identified as Normal class whereas 25 cases of suspect (S) class is confused with normal (N) class. 

Few cases of pathological (P) class (only 4) are confused with the normal class. Overall 

classification accuracy is 94% for the testing data set shown in Table 5. 
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Fig. 2 Feature importance 

 
Table 6 Performance of selection of reduced feature set using different threshold values 

   F-measure of all three classes 

Threshold Feature Size 
Overall 

Accuracy 
N (Normal) S (Suspect) P (Pathologic) 

0.1 20 0.936 0.964 0.812 0.876 

0.3 18 0.926 0.957 0.784 0.869 

0.5 17 0.936 0.964 0.807 0.891 

0.7 14 0.936 0.963 0.802 0.902 

0.9 10 0.931 0.960 0.804 0.874 

1.1 7 0.933 0.961 0.798 0.889 

1.3 6 0.918 0.952 0.759 0.860 

1.5 2 0.865 0.919 0.698 0.493 

 

 

In the dataset, there are 21 features and all features may not be equally important in 

contributing the classification. So it is importance to study the importance of features in the 

classification of all three classes. In this paper, we have studied permutation based feature 

importance criteria. In this criterion, values of one feature are randomly permuted in a 

classification tree and increase in the mean square error (MSE) is recorded for out-of-bag samples. 

Hence this increase in MSE reflects how sensitive the values of the particular feature are with 

respect to the classes. This increase in MSE is averaged over all the trees in the random forest and 

divided by the standard deviation of MSE to get the feature importance. Large value of feature 

importance corresponds to the more important feature in the classification. Fig. 2 shows the out-of-

bag importance of all the features. It can be observed that feature number 6(DS) and 21(Tendency) 

are the least important features whereas feature 10(ALTV) has the highest value of feature 

importance. A reduced set of the features can be selected by defining an appropriate threshold 

value below which all features are rejected. To study the effect of threshold on the size of reduced 

feature set and the classification accuracy, threshold values are iterated from 0.1 to 1.5 in the step 
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of 0.2 and classification accuracy is analyzed for the reduced feature sets in terms of F-measure. 

Whole data set is divided randomly into training and testing data sets (70-30) and all experiments 

are done ten times and mean values are reported. Table 6 summarizes the results. As the threshold 

value is increasing, number of selected features is decreasing because only features having the 

feature importance values above the threshold is selected. It can be observed that at the threshold 

value of 1.1, number of features is reduced to 7 but the overall classification accuracy is not 

significantly degraded. For threshold value of 1.5, only two most important features are selected 

but the overall classification accuracy is dropped to 86.5%.  

F-measure for all three classes is plotted in Fig. 3 for different threshold values. In Fig. 3, 

Threshold values along with the number of features selected are shown on x-axis. It can be 

observed from the figure that f-measure remains almost constant for all three classes up to 

threshold value of 1.1 (number of features for this threshold value is 7). Hence threshold value of 

1.1 is optimal and reduced feature set contains only these seven important features. These features 

are AC, UC, ASTV, MSTV, ALTV, MLTV and Mean of Histogram (described in Table 7). 

Reduced feature set elaborates that abnormal short term and long term variability of FHR is an 

important analysis. Similarly uterine contractions, Acceleration of FHR and Mean value of the 

histogram of FHR are also equally important. For this reduced set, overall classification accuracy 

is 93.3% and F-measures are 0.961, 0.798 and 0.889 for N, S and P classes respectively. Detailed 

result of reduced feature set is tabulated in Table 8. Precision, recall and f-measure for all three 

classes are found to be comparable with the full feature set (Table 4). Clinical importance of these 

features are highlighted in the guidelines (Macones et al. 2008) and other publish literature 

(Ugwumadu 2013, Chen et al. 2014). 
 

 

 
Fig. 3 F-measure of all three classes for different number of features 
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Table 7 Reduced features set 

Feature Explanation Feature Explanation 

ASTV 
Percentage of time with abnormal short 

term variability 
ALTV 

Percentage of time with abnormal long 

term variability 

UC Uterine contractions mLTV Mean value of long term variability 

AC Accelerations Mean Mean of the Histogram 

mSTV Mean value of short term variability   

 
Table 8 Classification result for testing data (Reduced feature set containg 7 features) 

Class Precision Recall F-measure 

N (Normal) 0.982 (0.008) 0.941 (0.009) 0.961 (0.006) 

S (Suspect) 0.717 (0.047) 0.899 (0.036) 0.798 (0.028) 

P (Pathologic) 0.88 (0.041) 0.898 (0.039) 0.889 (0.032) 

Weighted Average 0.936 0.932 0.932 

 
Table 9 Comparison with reported results 

Ref Method Results 

(Sundar et 

al. 2013) 
Neural network based classifier 

Weighted average of Precision, Recall and F-measure of three 

classes is reported as, 

Precision (0.91), Recall (0.90) and F-Measure (0.90) 

(Karabulut 

and Ibrikci 

2014) 

Decision Tree (C4.5) Overall accuracy 95.014 (10 folds cross-validation) 

(Menai, 

Mohder et 

al. 2013) 

Relief F-15 Accuracy (0.939), Recall (0.915), Specificity (0.958) 

(JEZEWSKI, 

NSKI et al.) 
LSVM classifier Sensitivity 83%, Specificity 92% (on all features) 

(Chen et al. 

2012) 
FG-Kmeans Precision (0.76) Recall (0.81) F-measure (0.77) 

(Zhou and 

Sun 2014) 

Active learning of Guassian 

Processes 

Overall Accuracy 89% (small training dataset of 140 

examples only) 

(Cruz et al. 

2014) 
META-DES Ensemble Classifier Overall accuracy 84.6% 

This paper Random Forest (Full Features) 

Training: Precision, Recall and F-measure are 0.99 

Testing: Precision, Recall and F-measure are 0.936 

Overall Accuracy: 93.6% 

This paper 
Random Forest (Reduced 

Features, Seven Only) 

Testing: Precision (0.936), Recall (0.932) and F-measure 

(0.932) 

Overall Accuracy: 93.3% 

 

 
Classification results reported in the paper is compared with the published results in the 

literature in Table 9. In the paper, whole dataset is divided into 70% (training set) and 30% (testing 

set) randomly and classification results are reported as the average value of 10 independent runs. It 

can be seen that overall classification accuracy is better than most of the published results. 
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Karabulut et al. (Karabulut and Ibrikci 2014) reported overall accuracy of 95% for 10 folds cross 

validation using decision tree (C4.5) classifier. In our paper, we have used larger testing dataset for 

better analysis as the dataset is not balanced (N class is dominated). The most important 

contribution of our paper is the identification of important features (only seven) which can be used 

for the classification with the comparable classification accuracy of full features.  

 

 
4. Conclusions 

 

In this paper, we have evaluated the performance of random forest classifier using three 

different performance measures, namely Precision, Recall and F-measure to identify the 

pathological and suspicious states of the fetus from the normal state. Different parameters of the 

random forest classifier including leaf size and number of trees are optimized before applying the 

classifier. CTG dataset is divided into training and testing datasets randomly (70% for training and 

30% for testing). Since the classifier is stochastic so ten folds cross validation is used with 70%-

30% split of the CTG dataset. It is observed that overall classification accuracy of 93.6% can be 

achieved by the classifier on the test data set when whole feature space is used. Precision, Recall 

and F-measure are found to be 0.936 for the full feature space. Feature Importance index is used to 

identify the important features and a subspace of seven features is selected. Classification results 

on this feature subspace are found to be comparable with the full feature space.   
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