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Abstract.  The main purpose to introduce model based controller in proposed control technique is to provide better 
and fast learning of the floating dynamics by means of fuzzy logic controller and also cancelling effect of nonlinear 
terms of the system. An iterative adaptive dynamic programming algorithm is proposed to deal with the optimal 
trajectory-tracking control problems for autonomous underwater vehicle (AUV). The optimal tracking control 
problem is converted into an optimal regulation problem by system transformation. Then the optimal regulation 
problem is solved by the policy iteration adaptive dynamic programming algorithm. Finally, simulation example is 
given to show the performance of the iterative adaptive dynamic programming algorithm. 
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1. Introduction 
 

A great number of systems consist of interdependent subsystems which serve particular 

functions, share resources, and are governed by a set of interrelated goals and constraints. Many 

approaches have been used to investigate the stability and stabilization of complex systems (Lin et 

al. 2017, Mansour et al. 2017, Santhakumar and Asokan 2013, Shariatmadar and Razavi 2014, Son 

et al. 2016, Trinh and Aldeen, 1995, Tsai et al. 2015, Xiang et al. 2015, Yao and Yang 2016, Zandi 

et al. 2018, Zhang 2015, Zhang et al. 2011). Because of the potential technical superiority, 

autonomous underwater vehicle(AUV) has been widely used in commercial, scientific and military 

applications, such as offshore oil and obviating torpedoes. In these applications, high precision is 

usually a very important factor. There are a lot of control methods for AUVs available in the 

literature. A representative few will be discussed here. A self-adaptive fuzzy PID controller is 

proposed by Khodayari and Balochian (2015) based on nonlinear MIMO structure for an AUV. A 
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dynamic model for an AUV is designed and a virtual prototype is constructed which can be used to 

test different control method by Liu and Wei 2014, Liu et al. 2012, Liu et al. 2015. An adaptive 

control scheme is used to operate AUVs by Yuh (2018). In the presence of uncertainties and 

changing environment conditions, the designed controller performed well even. In adaptive 

dynamic programming(ADP), the policy and value iteration algorithms are usually used to solve 

the HJB equation indirectly. So the algorithms have got more and more attention in recent years. 

The data-driven optimal algorithm is proposed which used the policy iterative algorithm to control 

temperature of water gas shift reaction. Liu et al. The value iteration of ADP is realized by 

globalized DHP (GDHP). Wei et al. 2015, Wei et al. 2016 considered The optimal multi-battery 

coordination control scheme is considered which used a distributed value iterative algorithm to 

manage the home energy. The policy iteration algorithm is used to solve a class of nonlinear zero-

sum differential games. The online actor-critic identifier architecture is proposed to make use of 

policy iteration algorithms in order to approximate the optimal control law for uncertain nonlinear 

systems. The policy learning algorithm is proposed to solve state feedback control of unknown 

affine nonlinear discrete-time systems. The robust model predictive control algorithm is introduced 

by Shi and Mao 2017 to solve the convex optimization problems in a con strained nonlinear 

system with bounded persistent disturbance. The main contributions of this paper include the 

following. (i) ADP control scheme is proposed to solve the optimal trajectory tracking control 

problem of AUV. (ii) Two iteration procedures are used in the method, which are the i-iteration and 

the j-iteration. (iii) The optimal tracking control problem is converted into an optimal regulation 

problem by system transformation. Then the optimal regulation problem is solved by the policy 

iteration adaptive dynamic programming algorithm. The neural networks are used to realize the 

proposed algorithm and the convergence and optimality properties of the proposed algorithm are 

analyzed. This paper is organized as follows. In Section 2, AUV model and problem formulation 

are presented. In Section 3, the derivative and analysis of trajectory tracking control based on ADP 

algorithm are given. In Section 4, NNs implementation of the policy iteration ADP algorithm for 

AUV is presented. To show the effectiveness of the proposed approach, the simulation example is 

shown in section 5. Finally, conclusions are made in Section 5. 
 

 

2. System description  
 

In order to analyze the motion of the AUV, two coordinate systems are defined as in Fig. 1. One 

is universal coordinate system and another is local coordinate system which was referred as Chen 

(2020) 
 

 
Fig. 1 AUV coordinate systems 
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x is the location of AUV along the X-direction of universal coordinate system; y is the location 

of AUV along the Y -direction of universal coordinate system; z is the location of AUV along the 

Z-direction of universal coordinate system; φ is the roll angle of AUV related to universal 

coordinate system; θ is the pitch angle of AUV related to universal coordinate system; ψ is the yaw 

angle of AUV related to universal coordinate system; u is the velocity of AUV along the x 

direction of local coordinate system; v is the velocity of AUV along the Y -direction of local 

coordinate system; w is the velocity of AUV along the Z-direction of local coordinate system; p is 

the roll rate of AUV related to local coordinate system; q is the pitch rate of AUV related to local 

coordinate system; r is the yaw rate of AUV related to local coordinate system. The dynamic 

model system is established via laws of Newton. Consider a nonlinear multi-time delay complex 

system for the approximation of the above AUV described as follows: 
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where fj(•)and gkj(•) are the nonlinear vector-valued functions, xj(t) and xj(t–τkj) are the state vector, 

τkj denotes the time delay, uj(t) is the input vector and bnj(•) is the nonlinear interconnection 

between the nth and jth subsystems. 

The dynamic model is inferred as follows:  
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(2.3) 

In the next section, the PDC scheme is utilized to design the fuzzy controllers. 

 
 
3. Parallel distributed compensation 

 

According to the decentralized control scheme, the The jth fuzzy controller is in the following 

form: 

Rule i:  IF  ji jjij MtxMtx    is  )( and  and    is  )( 11 
 

THEN 
)()( txKtu jjij −=

, 

(3.1) 
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Fig. 2 Structure diagram of ADP controller 

 

 

where i =1, 2,…, rj. Hence, the final output of the model based fuzzy controller is  
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(3.2) 

NN is used to approximate nonlinear functions as an effective tool. Two NNs are introduced to 

realize the proposed algorithm and approximate Jˆ i,ji (e(k)) and υˆi(k). The NNs include critic 

network and action network. The structure diagram of ADP algorithm based on policy iteration is 

shown in Fig. 2. 

The final output of the NN model can then be inferred to be 
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where 
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An LDI state-space representation is adopted below in order to derive the LMI inequality and 

deal with the stability problems described in the state-space representation as (Luan et al. 2010). 
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(3.6) 

Subsequently, the min-max matrix 𝐺𝜍
𝜎 can be defined as follows: 
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Two processes are developed to train the critic network in order to update the weights of the 

critic network, and they are the forward computation process and the error backward propagation 
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process. The critic network is used to output the estimation value of Jˆ i,ji (e(k)) and to minimize 

the following error function. The objective of training the action network is to minimize the output 

from the critic network J(t). We can obtain 
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(3.9) 

Finally, based on Eq. (3.6), the dynamics of the NN model (3.9) can be rewritten as the 

following LDI state-space representation: 
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4. Robustness design of fuzzy control 
 

The closed-loop nonlinear subsystem as follows: 
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In similar fashion, we have 
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The purpose of this paper is two-fold: to stabilize the closed-loop nonlinear system and to 

attenuate the influence of the external disturbance on the state variable. According to (Yanık et 

al.2018; Muhammed et al. 2018; Kim et al. 2018), the disturbance attenuation problem, which is 

characterized by means of the so-called L2 gain of a nonlinear system, is defined as follows: Given 

a real number γ > 0, it is said that the exogenous input is locally attenuated by γ if there exists a 

neighborhood U of x = 0 such that for every positive integer N and for which the state trajectory of 

the closed-loop nonlinear system starting from x(0) = 0 remains in U  
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where Q is a positive definite weighting matrix. The physical meaning is finding an L2 gain less 

than or equal to a prescribed number γ (strictly less than 1). 

Theorem 1: The multi-time delay complex system with multi-interconnections is 

asymptotically stable, if there exist positive constants αj, κj, ρj, σj and ηj, j=1,2,…, J are chosen to 

satisfy  
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Proof: See Appendix.   

Evolved Bat Algorithm (EBA) is proposed based on the bat echolocation fuzzy complex system 

in the natural world. Unlike other swarm intelligence algorithms, the strong point of EBA is that it 

only has one parameter, which is called the medium, needs to be determined before employing the 

algorithms to solve problems. Choosing different medium determines different searching step size 

in the evolutionary process. In this study, we choose the air to be the medium because it is the 

original existence medium in the natural environment where bats live. The operation of EBA can 

be summarized in following steps:  
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Initialization: the artificial agents are spread into the solution space by randomly assigning 

coordinates to them. 

Movement: the artificial agents are moved. A random number is generated and then it is 

checked whether it is larger than the fixed pulse emission rate. If the result is positive, the artificial 

agent is moved using the random walk process. 

1t t

i i
x x D−= + , 

where 𝑥𝑖
𝑡 indicates the coordinate of the i-th artificial agent at the t-th iteration, 𝑥𝑖

𝑡−1 represents 

the coordinate of the i-th artificial agent at the last iteration, and D is the moving distance that the 

artificial agent goes in this iteration. 

ΔD T= 
 

where γ is a constant corresponding to the medium chosen in the experiment, and Δ [ 1, 1]T  −  is 

a random number. γ = 0.17 is used in our experiment because the chosen medium is air. 

( )best

Rt t

i i
x x x= −

, 
 0,  1 

 

where β is a random number; xbest indicates the coordinate of the near best solution found so far 

throughout all artificial agents; and 𝑥𝑖
𝑡𝑅 represents the new coordinates of the artificial agent after 

the operation of the random walk process. 
 
 

5. Algorithm 
 

The complete design procedure can be summarized in the following algorithm. 

Problem: For a given nonlinear multi-time delay complex system with multi-interconnections 

N, how do we synthesize a set of decentralized fuzzy controllers to stabilize the nonlinear multi-

time delay complex system with multi-interconnections N ? 

The problem described above can be solved by the following steps. 

Step 1: Select fuzzy plant rules and membership function for each nonlinear subsystem to 

establish its T-S fuzzy model with multiple time delays. 

Step 2: Synthesize a set of decentralized fuzzy controllers by the concept of PDC scheme. 

Step 3: Based on Eq. (4.15) and Eq. (4.16), the bounding matrices ΔHifj (= δifjHqj), ΔH̅ikj (= 

δikjH̅qj), and ΔĤinj = (δinjĤqj) are chosen to satisfy Eq. (4.5), Eq. (4.6) and Eq. (4.7), respectively. 

Step 4: Repeat Step 2-3 to find appropriate evolved controllers and the bounding matrices ΔHifj 

(= δifjHqj), ΔH̅ikj (= δikjH̅qj) and ΔĤinj = (δinjĤqj) such that the stability criterion is satisfied. 
 
 

6. Example  
 

In this section, the simulation example is given to demonstrate the effectiveness of the policy 

iterative ADP algorithm for the optimal trajectory-tracking control problems (Chen et al. 2019). 

Here, we ignore roll motion. So the general dynamic model of under-actuated AUV is used. 

According to the kinematic model of AUV, we can get the desired position and orientation of AUV 

and the actual position and orientation of AUV respectively. How do we synthesize three evolved 

controllers to stabilize the nonlinear multi-time delay complex system with multi-interconnections 

N  

Step 1: We try to use as few rules as possible described by the following evolved models: 
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T-S evolved model of subsystem 1: 
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,          








=

5.4

1
21B

 

(6.4) 

and the membership functions for Rule 1 and Rule 2 are  

=))(( 11111 txM  211  )](2[006.01

1

tx−+
, 

))((1))(( 1111111211 txMtxM −=
. 

 

Subsystem 2: 

Rule 1: If )(12 tx  is 112M  

   Then 
)()( 2122 txAtx =

+


==

+−
3

1
21

3

1
2221 )(ˆ)(

jn
n

nn
k

kk txAtxA 
+

)(212 tuB
, 

Rule 2: If )(12 tx  is 212M  

   Then 
)()( 2222 txAtx =

+


==

+−
3

1
22

3

1
2222 )(ˆ)(

jn
n

nn
k

kk txAtxA 
+

)(222 tuB
  

where 
)](  )([)( 22122 txtxtxT =

, 
(sec)  4.012 =

, 
(sec)  55.022 =

, 
(sec)  65.032 =
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7.05

72.115
12 









−

−
=A

,

 
4.05

7.115
22 









−

−
=A

,

 
01.001.0

01.001.0
112 








=A

, 

 
01.001.0

01.001.0
122 








=A

, 

 

 
01.001.0

025.001.0
132 








=A

,

 
01.001.0

01.001.0
212 








=A

,

 
01.001.0

01.001.0
222 








=A

,

 
01.001.0

035.001.0
232 








=A

 








=

8.01.0

2.03.0
 ˆ

112A

,    








=

4.01.0

2.03.0
ˆ

132A

,   








=

1.01.0

1.03.0
 ˆ

212A

,    








=

3.01.0

1.03.0
ˆ

232A

,  

 








=

5.4

1
12B

,       

 
5.4

1
22 








=B

  

(6.5) 

and membership functions for Rule 1 and Rule 2 are  

=))(( 12112 txM  212  )](2[25.01

1

tx−+
, 

))((1))(( 1211212212 txMtxM −=
. 

 

Subsystem 3: 

Rule 1: If )(13 tx  is 113M  

   Then 
)()( 3133 txAtx =

+


==

+−
3

1
31

3

1
3331 )(ˆ)(

jn
n

nn
k

kk txAtxA 
+

)(313 tuB
, 

Rule 2: If )(13 tx  is 213M  

   Then 
)()( 3233 txAtx =

+


==

+−
3

1
32

3

1
3332 )(ˆ)(

jn
n

nn
k

kk txAtxA 
+

)(323 tuB
 

where 
)](  )([)( 23133 txtxtxT =

, 
(sec)  15.013 =

, 
(sec)  5.023 =

, 
(sec)  95.033 =

 










−

−−
=

2.14

34.15.13
13A

,









−

−−
=

8.04

3.15.13
23A

,

 
01.0025.0

01.001.0
113 








=A

,

 
01.001.0

01.001.0
123 








=A

, 

 
01.001.0

01.001.0
133 








=A

, 

 
01.0015.0

01.001.0
213 








=A

,

 
01.001.0

01.001.0
223 








=A

, 

 
01.001.0

01.001.0
233 








=A

, 









=

4.01.0

2.03.0
ˆ

113A

,  








=

4.01.0

2.03.0
ˆ

123A

,  








=

3.01.0

1.03.0
ˆ

213A

,  








=

3.01.0

1.03.0
ˆ

223A

,     









=

5.3

1
13B

,        








=

5.3

1
23B

,   

(6.6) 

and membership functions for Rule 1 and Rule 2 are 
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=))(( 13113 txM  213  )](2[03.01

1

tx−+
, 

))((1))(( 1311313213 txMtxM −=
. 

Step 2: In order to stabilize the multi-time delay nonlinear complex system with multi-

interconnections N, three model-based evolved controllers which are designed via the concept of 

PDC scheme are synthesized as follows. 
 

Evolved controller:   

If 
)(11 tx

is 11M   Then )()( 1111 txKtu −= , 

If 
)(11 tx

is 21M    Then )()( 1211 txKtu −= . 

(6.7) 

If 
)(12 tx

 is 12M
  Then 

),()( 2122 txKtu −=
 

If 
)(12 tx

 is 22M   Then )()( 2222 txKtu −= . 

(6.8) 

If 
)(13 tx

 is 13M
   Then 

)()( 3133 txKtu −=
, 

If 
)(13 tx

 is 23M
   Then 

)()( 3233 txKtu −=
. 

(6.9) 

Steps 3-4: In accordance with Remark 1, the bounding matrices are chosen as 










−

−
=

9.14.0

4.01.9
1qH

, 









−

−
=

6.03.0

3.00.6
2qH

, 









−

−
=

5.15.0

5.01.5
3qH

, 

       I ji f =   for  i, f =1, 2;  j=1, 2, 3.      

       









−

−
=

2.13.0

3.01.2
1qH

, 









−

−
=

2.13.0

3.01.2
2qH

, 









−

−
=

2.13.0

3.01.2
3qH

,   

       I ji k =   for  i =1, 2;  k,  j=1, 2, 3.                                           










−

−
=

3.01.0

1.00.2
ˆ

1qH

, 









−

−
=

3.01.0

1.00.2
ˆ

2qH

, 









−

−
=

3.01.0

1.00.2
ˆ

3qH

, 

Ii n j =   for  i =1, 2;  n,  j=1, 2, 3. 

(6.10) 

Subsequently, for the purpose of fulfilling the stability conditions of Theorem 1, selecting the 

proper common positive definite matrix P and the control force K becomes the key problem to be 

dealt with. In this paper, we use EBA to discover the proper solutions. In this case, the obtained 

solutions can be classified into two categories: feasible and infeasible. It means that designing the 

fitness function in a binary operation form is a simpler way to answer to the need of this 
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application. In this paper, the fitness function is designed based on the stability criterion derived 

from the LMI conditions via the Lyapunov function approach. The AND logical operation is 

employed in the fitness function for examining the solutions to produce the binary classification 

results on the discovered solutions. The fitness function is formulated as follows:  










−

−
=

2.47.1

7.15.6
1P

, 









−

−
=

2.45.1

5.15.6
2P

, 









−

−
=

2.46.1

6.15.6
3P

 

(6.11) 

with ,11 = ,12 = ,13 = ,101 = ,102 = ,103 =
 101 = , 102 = , 

103 =
, 

,11 = ,12 = ,13 =
 

,61 =
 

,62 = ,63 =
  

11 21 31

29.55 12.9506 27.55 12.9506 28.55 12.9506
, ,

12.9506 27.55 12.9506 28.55 12.9506 27.55
R R R

− − −     
= = =     

− − −     

 

12 22 32

27.55 12.9506 29.55 12.9506 27.55 12.9506
, ,

12.9506 29.55 12.9506 27.55 12.9506 29.55
R R R

− − −     
= = =     

− − −     

 

13 23 33

28.55 12.9506 27.55 12.9506 28.55 12.9506
, ,

12.9506 27.55 12.9506 29.55 12.9506 27.55
R R R

− − −     
= = =     

− − −     

, 

and Gj=3, j=1,2,3. 

(6.12) 

Substituting Eqs. (6.4-6.6, 6.10-6.11) and the feedback gains Kij’ s in Eqs. (6.7–6.9) into Eq. (4.15) 

yields 










−

−
=

104.4236   9.8957 

9.8957    10.9237
11Q

,









−

−
=

129.0491    .610838

38.6108   14.6565
21Q

, 









−

−
=

 130.2843     .674838

38.6748      14.6565
  121Q

, 










−

−
=

103.1884   .83179

 9.8317     10.9237
  211Q

,









−

−
=

190.1101    54.2689 

54.2689    82.4448
12Q

, 









−

−
=

 190.7171    55.6187

55.6187    82.4695
 22Q

,  










−

−
=

 181.4011    60.4867 

60.4867      77.0895
  122Q

, 









−

−
=

 188.6661    60.1609 

60.1609    77.0648
  212Q

, 









−−

−−
=

122.8285    0.91492

0.91492        6.6961
13Q

,










−−

−−
=

145.6885   2.4059

2.4059      4.2691
23Q

,









−−

−−
=

 140.1077    .84593

.84593       4.2691
  123Q

, 









−−

−−
=

 128.4093    .474919

.474919        6.6961
  213Q

. 

(6.13) 

The inequality (4.15) is satisfied. Therefore, based on the conditions of Theorem 1, the evolved 

controllers (6.7) –(6.9) can asymptotically stabilize the nonlinear multi-time delay complex system 

with multi-interconnections N. Simulation results of each subsystem are illustrated in Figs. (6.1–

6.3) with initial conditions, x11(0)= –1.2, x21(0)= 1.2, x12(0)= –1.7, x22(0)= 1.85, x13(0)= –1.6 and 

x23(0)= 1.5.  
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Fig. 6.1 The state response of subsystem 1 

 

 
Fig. 6.2 The state response of subsystem 2 
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Fig. 6.3 The state response of subsystem 3 

 

 
Fig. 6.4 The plots of ‖𝑓1̅(𝑥1(𝑡)) − ∑ ∑ ℎ𝑖1ℎ𝑓1(𝑡)(𝐴𝑖1 − 𝐵𝑖1𝐾𝑓1)𝑥1(𝑡)2

𝑓=1
2
𝑖=1 ‖  (dashed line) and 

‖∑ ∑ ℎ𝑖1ℎ𝑓1(𝑡)2
𝑓=1

2
𝑖=1 ∆𝐻𝑖𝑓1𝑥1(𝑡)‖ (solid line) 
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Fig. 6.5 The plots of ‖𝑓2̅(𝑥2(𝑡)) − ∑ ∑ ℎ𝑖2ℎ𝑓2(𝑡)(𝐴𝑖2 − 𝐵𝑖2𝐾𝑓2)𝑥2(𝑡)2

𝑓=1
2
𝑖=1 ‖ (dashed line) and 

‖∑ ∑ ℎ𝑖2ℎ𝑓2(𝑡)2
𝑓=1

2
𝑖=1 ∆𝐻𝑖𝑓2𝑥2(𝑡)‖ (solid line) 

 

 
Fig. 6.6 The plots of ‖𝑓3̅(𝑥3(𝑡)) − ∑ ∑ ℎ𝑖3ℎ𝑓3(𝑡)(𝐴𝑖3 − 𝐵𝑖3𝐾𝑓3)𝑥3(𝑡)2

𝑓=1
2
𝑖=1 ‖  (dashed line) and 

‖∑ ∑ ℎ𝑖3ℎ𝑓3(𝑡)2
𝑓=1

2
𝑖=1 ∆𝐻𝑖𝑓3𝑥3(𝑡)‖  (solid line) 
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Fig. 6.7 The plots of ‖𝑔11(𝑥1(𝑡 − 0.25)) − ∑ ℎ𝑖1(𝑡)(𝐴̅𝑖11)2

𝑖=1 𝑥1(𝑡 − 0.25)‖  (dashed line) and   

‖∑ ℎ𝑖1(𝑡)∆𝐻𝑖11𝑥1(𝑡 − 0.25)2
𝑖=1 ‖(solid line) 

 
Fig. 6.8 The plots of ‖𝑔12(𝑥2(𝑡 − 0.4)) − ∑ ℎ𝑖2(𝑡)(𝐴̅𝑖12)2

𝑖=1 𝑥2(𝑡 − 0.4)‖  (dashed line) and 

‖∑ ℎ𝑖2(𝑡)∆𝐻𝑖12𝑥2(𝑡 − 0.4)2
𝑖=1 ‖ (solid line) 

0 0.5 1 1.5 2 2.5 3
0

0.005

0.01

0.015

0.02

0.025

0.03

time(sec)

0 0.5 1 1.5 2 2.5 3
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

time(sec)

248



 

 

 

 

 

 

Advanced controller design for AUV based on adaptive dynamic programming 

 
Fig. 6.9 The plots of ‖𝑔13(𝑥3(𝑡 − 0.15)) − ∑ ℎ𝑖3(𝑡)(𝐴̅𝑖13)2

𝑖=1 𝑥3(𝑡 − 0.15)‖ (dashed line) and 

‖∑ ℎ𝑖3(𝑡)∆𝐻𝑖13𝑥3(𝑡 − 0.15)2
𝑖=1 ‖ (solid line) 
 

 
Fig. 6.10 The plots of ‖𝑔21(𝑥1(𝑡 − 0.5)) − ∑ ℎ𝑖1(𝑡)(𝐴̅𝑖21)2

𝑖=1 𝑥1(𝑡 − 0.5)‖ (dashed line) and  

‖∑ ℎ𝑖1(𝑡)∆𝐻𝑖21𝑥1(𝑡 − 0.5)2
𝑖=1 ‖ (solid line) 
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Fig. 6.11 The plots of ‖𝑔22(𝑥2(𝑡 − 0.55)) − ∑ ℎ𝑖2(𝑡)(𝐴̅𝑖22)2

𝑖=1 𝑥2(𝑡 − 0.55)‖  (dashed line) and 

‖∑ ℎ𝑖2(𝑡)∆𝐻𝑖22𝑥2(𝑡 − 0.55)2
𝑖=1 ‖ (solid line) 
 

 
Fig. 6.12 The plots of ‖𝑔23(𝑥3(𝑡 − 0.5)) − ∑ ℎ𝑖3(𝑡)(𝐴̅𝑖23)2

𝑖=1 𝑥3(𝑡 − 0.5)‖ (dashed line) and 

‖∑ ℎ𝑖3(𝑡)∆𝐻𝑖23𝑥3(𝑡 − 0.5)2
𝑖=1 ‖  (solid line) 
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Fig. 6.13 The plots of ‖𝑔31(𝑥1(𝑡 − 0.85)) − ∑ ℎ𝑖1(𝑡)(𝐴̅𝑖31)2

𝑖=1 𝑥1(𝑡 − 0.85)‖ (dashed line) and 
 

‖∑ ℎ𝑖1(𝑡)∆𝐻𝑖31𝑥1(𝑡 − 0.85)2
𝑖=1 ‖ (solid line) 

 

 
Fig. 6.14 The plots of ‖𝑔32(𝑥2(𝑡 − 0.65)) − ∑ ℎ𝑖2(𝑡)(𝐴̅𝑖32)2

𝑖=1 𝑥2(𝑡 − 0.65)‖ (dashed line) and 

‖∑ ℎ𝑖2(𝑡)∆𝐻𝑖32𝑥2(𝑡 − 0.65)2
𝑖=1 ‖ (solid line) 
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Fig. 6.15 The plots of ‖𝑔33(𝑥3(𝑡 − 0.95)) − ∑ ℎ𝑖3(𝑡)(𝐴̅𝑖33)2

𝑖=1 𝑥3(𝑡 − 0.95)‖  (dashed line) and  

‖∑ ℎ𝑖3(𝑡)∆𝐻𝑖33𝑥3(𝑡 − 0.95)2
𝑖=1 ‖ (solid line) 

 

 
Fig. 6.16 The plots of ‖𝑏̂21(𝑥2(𝑡)) − ∑ ℎ𝑖1(𝑡)𝐴̂𝑖21𝑥2(𝑡)2

𝑖=1 ‖ (dashed line) and ‖∑ ℎ𝑖1(𝑡)∆𝐻̂𝑖21
2
𝑖=1 𝑥2(𝑡)‖ 

(solid line) 
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Fig. 6.17 The plots of ‖𝑏̂31(𝑥3(𝑡)) − ∑ ℎ𝑖1(𝑡)𝐴̂𝑖31𝑥3(𝑡)2

𝑖=1 ‖ (dashed line) and ‖∑ ℎ𝑖1(𝑡)∆𝐻̂𝑖31
2
𝑖=1 𝑥3(𝑡)‖ 

(solid line) 
 

 
Fig. 6.18 The plots of ‖𝑏̂12(𝑥1(𝑡)) − ∑ ℎ𝑖2(𝑡)𝐴̂𝑖12𝑥1(𝑡)2

𝑖=1 ‖ (dashed line) and ‖∑ ℎ𝑖2(𝑡)∆𝐻̂𝑖12
2
𝑖=1 𝑥1(𝑡)‖ 

(solid line) 
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Fig. 6.19 The plots of ‖𝑏̂32(𝑥3(𝑡)) − ∑ ℎ𝑖2(𝑡)𝐴̂𝑖32𝑥3(𝑡)2

𝑖=1 ‖ (dashed line) and ‖∑ ℎ𝑖2(𝑡)∆𝐻̂𝑖32
2
𝑖=1 𝑥3(𝑡)‖ 

(solid line) 
 

 
Fig. 6.20 The plots of ‖𝑏̂13(𝑥1(𝑡)) − ∑ ℎ𝑖3(𝑡)𝐴̂𝑖13𝑥1(𝑡)2

𝑖=1 ‖ (dashed line) and ‖∑ ℎ𝑖3(𝑡)∆𝐻̂𝑖13
2
𝑖=1 𝑥1(𝑡)‖  

(solid line) 
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Fig. 6. 21 The plots of ‖𝑏̂23(𝑥2(𝑡)) − ∑ ℎ𝑖3(𝑡)𝐴̂𝑖23𝑥2(𝑡)2

𝑖=1 ‖ (dashed line) and ‖∑ ℎ𝑖3(𝑡)∆𝐻̂𝑖23
2
𝑖=1 𝑥2(𝑡)‖  

(solid line) 
 

 

7. Conclusions 
 

In this paper, an effective policy iteration ADP algorithm which is constructed by NNs is 

proposed to solve the trajectory-tracking control problem of AUV. And the stability of AUV 

system is analyzed by the proposed control method. According to this criterion and the 

decentralized control scheme, a set of model-based evolved controllers is synthesized to 

demonstrate the results. 
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Appendix : Proof of Theorem 1 
 

Let the Lyapunov function for the nonlinear multi-time delay complex system with multi-

interconnections be defined as  
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Based on the Eq. (4.14a) and Eq. (4.14b), we have 0V  and the proof is thereby completed. 
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